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Vision of the Department 

To achieve education and research excellence in Computer Science and Engineering 
Mission of the Department 

M1: To excel in academic through effective teaching learning techniques 
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innovation 
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ABSTRACT 
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ABSTRACT 

In today's era of internet, the amount of data generation is growing on increasing. With the 
development of artificial intelligence, big data classification technology provides the 
advantageous help for the medicine auxiliary diagnosis research. While due to the different 
conditions in the different sample collection, the medical big data is often imbalanced. 

Imbalanced data typically refers to a condition in which several data samples in a certain 
problem is not equally distributed, thereby leading to the underrepresentation of one or more 
classes in the dataset. 

Traditional classification algorithms usually assume that the number of samples in each class 
is similar and their misclassification cost during training is equal. However, the 
misclassification cost of patient samples is higher than that of healthy person samples. 
Therefore, how to increase the identification of patients without affecting the classification of 
healthy individuals is an urgent problem. 

The straightforward method to solve this problem is the resampling method by adding 
records to the minority class or deleting ones from the majority class. In this paper, we have 
experimented with different SMOTE oversampling and undersampling methods. 
The purpose of this work is to balance the imbalanced data using different sampling 
techniques. We use two medical dataset ie PIMA INDIAN DIABETICS DATASET and 

CHRONC KIDNEY DISEASE DATASET download from kaggle repository. 

So that in this project, split in to two phases. One is data sampling and other one is Prediction 

model. 

In this project we used different data sampling methods like SMOTE, K-means SMOTE, 
SMOTENC (SMOTE for Nominal and Continuous) and SMOTEN (SMOTE for 

Nominal). 

After getting modified data sampling dataset, to apply the different Machine learning 
algorithms i.e Decision tree, Random Forest, SVM and KNN to predict the prediction of 

Chronic Kidney Disease and diabetic disease in early stage. 

Based on accuracy, precision and Recall value from implemented tested machine learning 
model to find out the best Sampling as well as machine learning algorithms. 
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ABSTRACT 

Data in its original form, however, typically contain sensitive information about the 

individuals. Directly publishing raw data will violate the privacy of people involved. 

Consequently, it becomes increasingly important to preserve the privacy of published data. 

An attacker is apt to identify an individual from the published tables, with atacks through the 

record linkage, attribute linkage, table linkage or probabilistic attack. Although algorithms 

based on generalization and suppression has been proposed to protect the sensitive attributes 

and resist these multiple types of attacks, they often suffer from large information loss by 

replacing specific values with more general ones. Alternatively, anatomization and 

permutation operations can de-link the relation between attributes without modifying them. In 

this paper, to propose a scheme Sensitive Label Privacy Preservation with Anatomization 

(SLPPA) was to protect the privacy of published data. The security analysis shows our 

scheme is provably secure, and the performance evaluation demonstrates the overhead of data 

dynamics and the dispute arbitrations are reasonable 
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ABSTRACT 

Data in its original form, hotover, typically contain sensitive in 

formation about individuals. Directly publishing raw data will vi 

olate the privacy of people involved. Consequently, it becomes 

increasingly important to preserve the privacy of published data. 
An attacker is apt to identify an individual from the published 

tables, with attacks through the record linkage, attribute linkage, 
table linkage or probabilistic attack. Although algorithms based 

on generalization and suppression have been proposed to protect 
the sensitive attributes and resist these multiple types of attacks, 
they often suffer from large information loss by replacing spe 

cific values with more general ones. Alternatively, anatomization 
and permutation operations can de-link the relation bettoen at 

tributes without modifying them. In this paper, To propose a 

scheme Sensitive Label Privacy Preservation with Anatomiza 
tion (SLPPA) to protect the privacy of published data. The secu 

rity analysis shows our scheme is provably secure, and the per 
formance evaluation demonstrates the overhead of data dynamics 
and dispute arbitration are reasonable. 
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ABSTRACT 

Bitcoin uses a peer-to-peer technology to operate with no central authority 

or banks. Bitcoin is open-source; its design is public, nobody owns or controls Bitcoin and 

everyone can take part. Digital currency brings into use as open source software in 

pseudonymous creator Satoshi Nakamoto It is a crypto currency, so-called because it uses 

cryptography to control the creation and transfer of money. The goal of this work is to 

compare the accuracy of bitcoin price in USD prediction based on Long Short-term Memory 

(LSTM) network with self-attention. Real-time price data is collected by Pycurl from Bitfine. 

LSTM model is implemented by Keras and TensorFlow. The proposed model used in this 

work is mainly to present a classical comparison of time series forecasting, as expected, it 

could make efficient prediction limited in short-time interval, and the outcome depends on 

the time period. The LSTM could reach a better performance, with extra, indispensable time 

for model training, especially via CPU. 
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ABSTRACT 

Bitcoin uses a peer-to-peer technology to operate with 

no central authority or banks. Bitcoin is open-source; its design 

is public, nobody owns or controls Bitcoin and everyone can 

rake part. Digital currency brings into use as open source 
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ABSTRACT 

In today's era of internet, the amount of data generation is growing on increasing. With the 

development of artificial intelligence, big data classification technology provides the 
advantageous help for the medicine auxiliary diagnosis research. While due to the different 

conditions in the different sample collection, the medical big data is often imbalanced. 

Traditional classification algorithms usually assume that the number of samples in cach class 
is similar and their misclassification cost during training is equal. However, the 
misclassification cost of patient samples is higher than that of healthy person samples. 
Therefore, how to increase the identification of patients without affecting the classification of 
healthy individuals is an urgent problem. The straightforward method to solve this problem is 
the resampling method by adding records to the minority class or deleting ones from the 
majority class. In this project, we have experimented with different SMOTE oversampling 
methods. The purpose of this work is to balance the imbalanced data using different sampling 
techniques. We use two medical dataset i.e PIMA INDIAN DIABETICS DATASET and 
CHRONIC KIDNEY DISEASE DATASET download from kaggle repository. So that in this 

project, split in to two phases. One is data sampling and other one is Prediction model. In this 
project we used different data sampling methods like SMOTE, K-means SM0TE, SMOTENC 
(SMOTE for Nominal and Continuous) and SMOTEN (SMOTE for Nominal). After getting 

modified data sampling dataset, to apply the different Machine learning algorithms i.e Decision 
tree, Random Forest, SVM and KNN to predict the prediction of Chronic Kidney Disease and 

diabetic disease in early stage. Based on Accuracy, Precision and Recall value from 
implemented tested machine learning model to find out the best Sampling as well as machine 

learning algorithms. 

i 
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