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ABSTRACT 

Secure picture recovery just on cloud has become increasingly popular in recent years as a 
result of the introduction of cloud computing. Both businesses and people frequently use 

the internet to manage and store their sensitive information, including such old photos and 
personal health records, due to its high level of convenience and financial savings. The 

typical method would be to encrypt the information prior to it being exported to the cloud 
in order to guarantee the secrecy of the data. The retrieval of information from encrypted 

data, for instance, may be impossible due to conventional encryption. The difficult issue in 

the cipher - text scenario is how to accomplish an effective retrieval while maintaining 
client anonymity. This study suggests a cutting-edge image retrieval method that achieves 

excellent efficiency and confidentiality over encrypted cloud data. An indexing tree is 
frequently used in the information extraction strategy to increase search performance. The 
security of private cloud data, including outsourced photos, the search tree, and query 
requests, is also a major concern. First, use an algorithm for extracting features from 

integrated picture features, which are made up of fundamental aspects like color and shape. 
In particular, proposed technique can reach logarithmic search time thanks to the use of a 
balancing index tree. Second, the picture and query feature are encrypted using the secure 
inner product. Additionally, put in place a method to detect duplicate image material. 

Finally, extract the data owner details based on uploaded user-submitted image attributes 
that haye been linked with distance measurements. 
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the same 

A 
basic similarity scarch scheme Over encryptcd images is proposed based on a secure transtoration approach. The proposed scheme protects the confidentiality of image 

database, feature vectors, and user's query. Meanwhile, the proposed scheme possesses accuracy as the 

CHAPTER 10 

data. 

10. CONCLUSION 

schemes which use the same feature extraction method but do 
not encrypt the features. However, the propOsed scheme is by no means the optimal one. 

it does noot bedim the search pattern and access pattern, and thus may suffer from statistic 

attacks. Here provided a rigorous security definition and proved the security of the 

proposedI scheme under the provided definition to ensure the confidentiality. To clarify 
the properties of ithe proposed scheme, presented a real-world application of it, namely 

the error aware keyword search. This application enables keyword search which is 
tolerant to the typographical errors both in the queries and the data sources. Finally, 

illustrates the performance of the proposed scheme with empirical analysis on a real 

FUTURE ENHANCEMENT 

In future, we can extend the framework to analyse the system to video datasets 

and also implement various encryption algorithms to improve the security. 

29 
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ABSTRACT 

Elcctricity usage and demand are rising quickly along with technological innovation and 
inercased reliance on electrical equipment. Eliot is an Internet of Things-based smart energy 
nrepaid meter. The real-time data on electricity usage generated by this smart meter will be 
useful. Using the special identifying code and password they received after installing this 
device. users can access a web app to view their daily usage. The main objective of this study 
is to develop a novel system for will aid in lowering electric consumption and fostering 
greater transparency between electricity providers and consumers. Similarly to a cellular 
telephone, this meter needs to be recharged; payout for the recharge is possible made via a 
site portal specifically created for that though. The user is then able to use the balance in their 
device to statistically view how much electricity they have used. If no one is using the 
electricity, the user can also turn it off remotely. 
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CHAPTER 10 

CONCLUSION 

Smart energy meters can be created as a result of our growing reliance on 

electricity and the internet. These meters can be produced alongside Eliot's 

utilizing both the Internet of Things as well as prepaid meter concept. Eliot was 

created utilizing the wireless standard 802.11. It may possibly be repllaced with 

S02.15 ZigBee or technologies for Ethernet. Clever energy meters can be created 

FUTURE ENHANCEMENT 

n address a variety of issues, including excessive electricity use, a high level of 

manpower transparency, and resource and money waste, among others. With the 

oüd of a device's serial number with password, this technology enables confirmed 
clients to view the status of their electricity usage in real time. Internet-based web 

applications can be used for this. 

This paper was implemented using the NodeMCU and MØTT microcontroller 

and transmitter for the transmission of information from the smart meter to the 

server and uses a base application for recharging the current load units from the 

transformer to the user's home appliances.This can be replaced with a better 

application for the user with the history of records whenever the user have 

Techarged and the units consumed can also be recorded and an alarm can be 

Implemented to the meter for high usage alert and current theft alert to the user to 

Alow the information.A realtime payment portal can also be implemented through 

he application so that the user can pay and receive the payment invoice after the 

Pyment process. This makes the smart meter to be more efficient and comfortable 

the user's to pay the electricity bill and the electricity board to monitor the 

electricity usage of their surroundings easily. 
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ABSTRACT 

The (NN hascd fie detecion system proposed in this paper is an innovative solution 

o the pioblem of ire detection using iagc processing techniques, The use of CNN is 

taned on large datascts enables higlhly precise and predictable fire detection., 

potentallv tedueng talse alarms and inproving response times. The integration of this 

lochnology with CCTV footage provides a powerful tool for analyzing visual data and 

identifying potential fires, which can be challenging for human operators to detect. The 
pre-processing of data before using CNN is to create a fire detection model is an 

essential step in the detection process. This step ensures that the input data is properly 

prepared and optimized for the CNN algorithm to generate accurate and reliable results. 
This paper have developed a system for detecting and controlling forest fires using 
various components such as a DHT 1| sensor, buzzer, 5V DC motor, GSM sim8001 
1nodule for SMS., 16X2 LCD screen, and an Atmeg328p microcontroller. The systerm is 

desipned 1o detect temperature, generate alerts, tun off the power supply, and controls 

the temperature of the fire through sprinkling water. Early detection of a fire is critical 
for ensuring individual safety and minimizing property damage. The proposed solution 
has the potential to improve safety and minimize property damage in a variety of 
settings, firom homes and offices to industrial and commercial environments. With 

further rescarch and development, this technology could be integrated into existing fire 
safety systents. potentially saving lives, and reducing property damage. The integration 
of CNN with image processing techniques and the use of an Arduino-based fire alarm 
system represents an innovative and practical solution to the problem of fire detection. 
This paper provides a valuable contribution to the field of fire detection and control, 
and it sepesents an exciting step towards the realization of this vision. 
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CHAPTER 10 

CONCLISION 
lo sumnarize. detccting forest fres is crucial and requires advanced echnologv and techniques. Different methods such as traditional and deep learning a<gorithms. and live fire detcction using sensors and Arduino, can be utilizcd to detect fires. These systems can be evaluated USing performance metrics such as accuracy. sensiliv ity, speciticity, and erTOr rate. Early detection of forest fires is essential in reducing damage caused by the fire. The Use of sensors and other detection methods seve as an early warning system that can alert firefighters to respond quickiy and prevent the fire from spreading. Enhancing forest fire detection technology and techniques is necessary to protect lives, property, and the environment. Due to the devastating impact of wildtires on the environment. homes, and communities. forest Gire detection is a crucial area of research and development. A variety of approaches have been developed for detecting forest fires, including traditional methods such as v0Sual observation and remote sensing, as well as advanced technologies such as artificial intelligence, machine learning, and the Internet of Things (loT). These 

approaches can be broadly classified as passive or active systems. Passive systems 
monitor environmental conditions and detect changes in temperature, humidity, and 
Smoke concentration, while active systems use sensors and cameras to actively detect 
the presence of fires. There is no one-size-fits-all solution to forest fire detection, and 
he most effective approach depends on factors such as the forest size and location, 

vCgetation type, and weather conditions. However, technological advancements and 

achine learning have shown great promise in enhancing the accuracy and reliability 

Improving community safety. 
of forest fire detection, potentially minimizing the damage caused by wildtires and 
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ABSTRACT 

Fetal echocardiography is a valuable diagnostic tool used to evaluate 
the structure and function of the fetal heart. Accurate segmentation of fetal 

echocardiographic images is essential for identifying cardiac abnormalities and 

planning appropriate treatment. Traditional image segmentation techniques have 
limitations in accurately segmenting fetal echocardiographic images due to their 

complexity and variability in shape and size. Machine learning algorithms can be 
used to aid in the analysis of these images and help detect any potential cardiac 

anomalies. This involves the use of supervised learning techniques, where the 
algorithm is trained on a large dataset of labelled images to learn the features and 

patterns associated with normal and abnormal heart structures. There are several 

techniques that can be used for fetal cardiographic image segmentation, including 
manual segmentation, semi-automatic segmentation, and fully automatic 
segmentation. Manual segmentation involves a clinician manually tracing the 
different regions of the fetal heart using specialized software. While this approach 
can be accurate, it is time-consuming and can be subject to inter-observer 

variability. During the testing phase, the algorithm is then able to apply this 
knowledge to new images to make predictions about the presence of any cardiac 
anomalies. This technology can help improve the accuracy and speed of fetal 
echocardiography diagnoses and contribute to better outcomes for expectant 
mothers and their unborn children. In this project we can implement deep 

learning algorithm named as Convolutional neural network algorithm to classify 
the images and predict the diseases with improved accuracy rate. 
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CHAPTER 10 
CONCLUSION Eehocardiography is a non-invasive diagnostic technique that uses ultrasound waves to create images of the heart's structure and function. It is an Cssential tool in the diagnosis and management of fetal cardiac anomalies, which leading cause of morbidity and mortality in newborns. However, accurate interpretation of echocardiographic images requires a high level of expertise and experience, which may be limited in some settings. Deep learning algorithms, on other hand, can effectively learn and analyze the complex patterns and features present in echocardiographic images, leading to improved accuracy in Ftal disease detection and diagnosis. Several studies have reported promising results in the use of deep learning algorithms for detecting and diagnosing various fetal cardiac anomalies, including congenital heart defects, atrioventricular septal 

defects, and hypoplastic left heart syndrome. 
In addition to its potential in improving accuracy, deep learning-based 

fetal disease prediction may also offer other benefits, such as reducing the time 
required for fetal echocardiography interpretation and enabling remote diagnosis 
and consultation. However, there are also challenges associated with the use of 

deep learning algorithms in fetal disease prediction, including the need for large 

and diverse datasets for training and validation, potential biases in data collection, 
and the need for careful validation and testing of algorithms in clinical settings. 
In conclusion, echocardiographic-based fetal disease prediction using deep 
leaning is a promising approach that has the potential to improve the accuracy 
and efficiency of fetal cardiac anomaly detection and diagnosis. However, further 
Tesearch and clinical validation are needed to optimize the performance and 
Clinical utility of this technology. 
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ABSTRACT 

Deep learning techniques have been increasingly used technique in prediction and analysis. 
Analyzing the temporal patterns in the crime data and extracting relevant features from the 
demographic information is a big task. Machine learning involves using algorithms to leam 

patterns present in data and make predictions. It can be used to identify crime hotspots, predict 
criminal behavior., and forecast the likelihood of theft in specific areas. Deep learning, on the 

other hand, involves using artificial neural networks with multiple layers to model complex 

relationships in data. It is well-suited to large datasets and can be used to analyze images, audio, 
and text data in addition tO numerical data. Deep learning can be used for theft crime prediction 
by identifying patterns in criminal behavior and helping to detect crime before it happens. 

Algorithms including Random Forest, Naive Bayes, XGBoost, and other models were used for 
prediction but all the mentioned models have drawbacks including low accuracy, low 
performance, etc. Overall, our study shows the potential of deep learning for crime prediction, 
emphasizing the value of using both demographic data and historical crime data in the modeling 
process and shortcomings. 
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CHAPTER 10 

CONCLUSION 

In concusion, theft cime prediction is a challenging task that involves various factors -CCOno)C status, history of crime, demographic information, and location-facto. BV uilhzinp large amounts of data and advanced algorithms{ 26. 28). deep loarn:ng models can identify palterns and trends in criminal activity that may not be sRumedatcly apparent to human analysts. Remember that crime prediction is not an exact it is nccessary to take into account the constraints and biases of the models hcng uscd. The cffectivencss of these models is strongly reliant upon the quality and antity of data available for training as well as the specific architecture and parameters o in the model. Additionally, it is important to consider ethical and Jegal implications whben using these models in a real-world setting. Overall, the potential of deep learning in etime prediction is significant, but further research and development are needed to fully rcalize its capabilities. 
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ABSTRACT 

Conventional identification of blood disorders bascd on visual inspcction 

of blood smcars through microscope is timc consuming, crror-prone and is 

limited by hematologist's physical acuity. Therefore, an automatcd optical image 

processing system is required to support the clinical decision-making. Lcukemia 

is a type of cancer, characterized by an anomalous production of immaturc, 

abnormally-shaped White Blood Cells (WBC) callcd �blasts". Leukemia is a 

WBC related illness affecting the bone marrow and/or blood. A quick, safe, and 

accurate early-stage diagnosis of leukemia plays a key role in curing and saving 

patient's lives. Diagnosis is typically carricd out by analyzing the WBC via the 

microscope of the blood smear. Numerous machine lcarning algorithms have 

been developed to identify different discases, c.g.. lcukemia and to provide the 

high number of mis-classification error rate. So, we can implement deep lcarning 

algorithm to classify the microscopc images for Whitc Blood count analysis. The 

WBC differential count system contained two modules: the detection model and 

the classification model. The raw bone marTOW smcar images wcre first 

processed by the detection module. through which all the WBCs were detccted 

from red blood cells, blood platelets, staining impurities and so on. Then, the 

detected cells were used as input for the classification module. The classification 

module contained two stages. In the first stage, we discriminated the uncountable 

cells including crush cells, degenerated cells and so on, which are not used in the 

diagnosis of leukemia. In the second stage, the countable WBCs were submitted 

for multi-class differentiation using Back propagation neural network algorithm. 
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CHAPTER 10 

selecting the right kind of architecture for a certain problem solving and 

huilding an algorithm or a model for it is of immense importance as some 
datasets may have too many underlying deep features that needs complex 

methods for extracting its parameters while some datasets does not require such 

sonhisticated process of tedious task undertaking to create a model or algorithm 
as it does not consist parameters that needs to be pruned deeper. A complex 

structured solutionbuilding for such relatively simpler feature extraction requires 
data that often leads to improvement of the intermediate values thereby 

tampering the originality or key parameters of the input taken into consideration. 

CONCLUSION 

CNN approaches to help hematologists classify WBC into subgroups 
using microscopic images of the cells. This classification aids in the 

identification of cells and the determination of the type of sickness aflicting a 
patient. When compared to machine learning methods. the results of this 

experiment help identify photos in a more reliable manner. The testset had a high 
degree of correctness, exceeding 90 percent. 

FUTURE ENHANCEMENT 

As a result, a flawless model can be built and employed in medical 
analysis and applications dealing with the amount of WBC and sub kinds of 
WBC when the model is trained with strong computing abilities present. 

The framework can be further expanded in the future to integrate diverse 

deep learning algorithms for enhancing the precision in disease prediction. Also. 

access the project. 
in future the framework can be deployed in cloud. which may help the people to 
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ABSTRACT 

Voting schemes have evolved from counting hands in early days to systems 

that include paper, punch card, mechanical lever and optical-scan machines. An 

electronic voting system which is used nowadays provide some characteristic 

difference from the traditional voting technique, and also it provides improved 

features of voting system over traditional voting system such as accuracy, 

convenience, flexibility, privacy, verifiability and mobility. But Electronic voting 

systems suffers from various drawbacks such as time consuming, consumes 

large volume of paper work, no direct role for the higher officials, damage of 

machinesdue to lack of attention, mass update doesn't allow users to update and 

edit manyitems simultaneously etc. These drawbacks can overcome by Online 

E-Voting with multi-level authentication such face biometrics, Aadhar card and 

voter id. The system ensures authentication of an individual by matching 

biometrics and eligibility is checked by calculating the user identity of the voter 

thus making the existing voting cards redundant. And also, analysis sentiments 

from face images. Finally, reports are generated with overall voting results with 

secure manner. This paper also analyses various authentications implemented in 

voting method and provides a comparative study in this security methods. 
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CHAPTER 10 

CONCLUSION 

This real time voting system using face A dJ . . . 
·, a Ult and voter id will manaoe 

, 1tcr·s information by which voter can lo . d . . . 
0 

1h ~· \ \ gm an use his votmg nghts. The 
., .,111 will incorporate all features of voting sy t 1 . . 

s~ ~tl s em. t provides the tools for 
. , · ·nu voter's vote to every ·party d · 

111n1nt,
11111 

.., · ' an It count total no. of votes of every 

rt,· There is a database which is maintained by the I t' · · f pa . · · e ec Jon comm1ss1on o 

India in which all the names of voter with complete infonnation are stored. 

v0ting detail store in database and the result is displayed by calculation. By 

on line voting system percentage of voting is increases. It decreases the cost and 

time of voting process. It is very easy to use and it is varying less time 

consuming. 

FUTURE ENHANCEMENT 

In future, a blockchain technology enabled electronic voting system will 

be implementing to provide secme voting count storage in server. And also 

implement SMS sharing framework to authenticate the candidate details during 

polling process. This SMS provides the voting confirmation to the user. 

34 
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ABSTRACT 

Subjective answer evaluation is a complex task that involves assess ing the quality 

and relevance of written responses to open-ended questions. Traditional approaches to 

ans,l\'Cr evaluation rely on human graders, which can be time-consuming, expensive, and 

prone to biases. ln recent years, natural language processing (NLP) techniques and 

similarity measurements have been increasingly used to automate the process of answer 

evaluation. These techniques involve analysing the text of the response and comparing it 

to a reference answer to generate a similarity score. This approach has several 

advantages, including increased efficiency, consistency, and objectivity. However, there 

are also some challenges associated with NLP-based answer evaluation, such as the need 

for high-quality reference answers and the potential for errors due to the complexity and 

variability of human language. Overall, the use of NLP and similarity measurements for 

subjective answer evaluation shows promise in improving the accuracy and efficiency of 

this important task, but further research and development are needed to address the 

remaining challenges and ensure the reliability and validity of the approach. One of the 

key advantages of NLP-based answer evaluation is that it can be used to assess a large 

number of responses quickly and accurately. This is particularly important in educational 

settings, where instructors often have to grade a large number of assignments or exams 

within a short period of time. Using NLP and similarity measurements can help to reduce 

the workload and free up instructors' time for other important tasks. 
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CHAPTER JO 

CONCLUSION 

Jn co11dusion. subjective answer evaluation using NLP and deep learn ing 

.1 urc:1l po1cntiul for irnproving the efficiency and accuracy of grading and 
h(il uS -

. ·di ,1ck t"roccsses in education and other industries. By l,cvcraging techniques 
IL't' ,), 

sudt as $Cntimcnt analysis, language modelling, and natural language 

tmdc:r:-tanding, machines can effectively analyse and evaluate subjective 

responses to open-ended questions and provide more personalized and timely 

feedback to learners. The integration of deep learning models, such as recurrent 

neural networks and convo]utional neural networks, can further enhance the 

accuracy and efficiency of subjective answer evaluation, enabling machines to 

learn from large datasets of human-written responses and generate more 

nccurate and contextually relevant evaluations. However, while the potential 

benefits of using NLP and deep learning for subjective answer evaluation are 

clear. there are also chal1enges and limitations that must be addressed. These 

indude issues related to data quality, bias and fairness, and the need for ongoing 

human oversight and evaluation to ensure the validity and reliability of machine

generated evaluations. Overall, the combination of NLP and deep learning offers 

a powerful tool for improving the objectivity, consistency, and efficiency of 

subjective answer evaluation, while also providing more personalized and 

effective feedback to learners. As the field continues to evolve and mature, we 

can expect to see continued advancements and innovations in this area. 

JO.t FUTURE ENHANCEMENT 

While deep learning models can achieve high accuracy in subjective 

answer evaluation, they can also be difficult to interpret. Future work could 

focus on developing models are more transparent and interpretable, allowing 

educators to better understand how the models arrive at their evaluations. 
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,\US fRA Cl 

Pkmr d1~.C':tses compose a g.rcn~ threat to gl.obal food £ccurity. Howct:cr, the rnp;d 

iJ'-'ntific.1tinn of pbnt 1.hseascs. remains chaltcnging an<l 1imc-c:(m~vm1r.g. h :;1.::~usH:>=, 

~xp--:rt~ to a~~ur.atdy rdcmify if ijhc plant is hcnhhy or not and idcmify ihc typ~ t.> f 

infoction. Deep k arning techniques lHivc recently been used to idemify and cfo;1grm,~f; 

dis.e.ased plants from digital ,mag.es to help automate plant disease· diagno.;ss and 

help non-experts identify diseased plants. Artificial intelligence tools like Dee,p 

learning and Convolutiona\ Neural Network (CNN) are gaining popularity fr1 ahis 

field as they provide optimum solution for plant disease jdcntifica1ion. Earfo.·1\ 

detection was done by manual observation. Jn order to improve 1hc quality of 

production and yield in plants. it is essential to identify the symptoms in their initial 

stages and treat the diseases. Diagnosis is always a concern for farmers in India . A! 

the same time due to fear of anack of pests/diseases., farmer uniformly sprays 

pesticides/fertilizers in whole farm \vhich may lead to damage of soil as ,ve:H as. 

plant an-cl also infected to humans as we\L ln this project we can implement foature5. 

extraction and classification algorithm to identify the leaves dis.cases; and 

recommends the bio fertilizers to provide alert system. Data augmentation 

techniques were used to add variations to the images in the dataset used to train the 

model, increasing the variety and number of the images and enabling the model to 

learn more complex cases of the data. 
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CHAPTER 9 

CONC LUSJON 

This project provides an overv iew o f the various classification and 

~cgincntation m ethods that hc1 vc been proposed to enhance the quality of 

scg.nicnta1ion. However, th e ou tcome demonstra tes that the pro posed graph cut model 

cannot be implemented in large datasets and that segmentation algorithms fail to 

f·unction properl y . We have described a technique for segmenting a leaf in a natural 

<:cene us ing the optimization of a polygonal leaf model as a shape prior fo r accurate 

active contour segme ntation . Furthermore , it prov ides a set of global geometric 

descriptors that, when coupled with regiona l characteristics based on the final 

contour's curvature, allow th e categori zation of trees into species . The segmentation 

process is based on a color mode l that can res ist unpredictabl e lighting conditions. 

However, a global color mod e l for th e entire image might not always be sufficient for 

]eaves that are not clearly characterized purely by color. Incorporating an adaptive 

color model or an extra texture model might result in a u seful improvement. Last but 

not least, identify leaf illnesses as caused by bac teri a, virnses, or fungus usin g a 

neura l network cl assification technique. After th at, suggest fe rtili zers to the affli c ted 

leaves utili z ing measurements. 
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ABSTRACT 

Collateral cancer is a serious concern for patients with primary tumors, as the 

development of secondary tumours can significantly reduce survival rates and increase 
the complexity of treatment. Colon polyps are a common precursor to colorectal cancer, 
and early detection is critical for successful treatment. Traditional methods of polyp 

detection include colonoscopy and biopsy, which can be invasive and time-consuming. 
Machine learning algorithms have shown promise in detecting polyps in colonoscopy 
images, and in this study, we explore the use of a backpropagation neural network 
(BPNN) to detect polyps in colonoscopy images. Early detection and prevention of 
collateral cancer are crucial for improving patient outcomes, but accurately predicting 
the risk of secondary tumors can be challenging due to the complexity of cancer 
progression and the multitude of factors that can contribute to tumour development. 

Machine learning algorithms have shown promise in predicting cancer outcomes based 
on patient data, and in this study, we explore the use of a backpropagation neural 
network (BPNN) to predict the likelihood of collateral cancer in patients with primary 
tumors. The study uses a dataset of colonoscopy images, including both positive and 
negative cases of polyps. A BPNN model is developed using this dataset to classify 
images as either positive or negative for polyps.The model is trained using a supervised 
learning approach, where the network learns from labelled examples of images with and 
without polyps. The accuracy of the BPNN model is compared to other polyp detection 
methods, such as traditional image analysis techniques and other machine learning 
algorithms. 

viii 
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CHAPTER 10 
CONCLUSION 

In conclusion, the Backpropagation Neural Network (BPNN) algorithm has .n oreat potential for improVing the accuracy and efficiency of colon cancer detection. The proposed system using BPNN algorithm involves image acquisition, image resizing, and feature extraction, followed by the training of 

FUTURE ENHANCEMENT 

s neural network using a labeled dataset. Once the neural network has been 
iined. it can be used to classify new medical images as either cancerous or 
non-cancerous with a high degree of accuracy. Compared to traditional methods 
of colon cancer detection, such as manual examination by healthcare 
Drofessionals, the proposed system using BPNN algorithm is faster, more 
accurate, and less prone to errors. Additionally, the BPNN algorithm is capable 

of handling nonlinear relationships between input features and disease 

outcomes, making it well-suited for disease prediction and classification 
applications. Overall, the proposed system using BPNN algorithm has the 
potential to significantly improve the accuracy and cfficiency of colon cancer 
detection and diagnosis, ultimately leading to better patient outcomes and a 
reduced burden on healthcare resources. Further research and development in 

this area can lead to more advanced and accurate disease prediction and 

classification models, further improving the quality of patient care. 

In future work, we can extend the implementation to analyze the multiple 

diseases. In addition, we are planning to perform the real-time detection of 

Small lesions using an endoscopic video. We also plan to improve the overall 

classification performance by combing multiple deep neural network models. 
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ABSTRACT 

The visitor management is a modern world problem with its application a numerous 

frad, privacy issucs, ctc. can be easily detccted and avoided. The visitor management 

system using face recognition is one of the most sccure systems even better than CCTV 

cameras and wake through gate methods. The main focus that has to made in project is 
whether the cost of the system compiles with the extent of the project. The scale of 
operations and the security requirements differ from place to place for instance domestic 
usage and industrial usage. Visitor Management System is mostly used by corporate, 
schools. colleges now but with great advancements can extent its scope to railway stations, 
airports. toll stations, etc. Almost all businesses with huge facilities are incorporating 
Visitor Management Systems in their overall security and is constantly growing a constant 
pace. Face recognition visitors' management system (FRVMS) is proposed to enhance the 

security of home to identify the unknown persons without manual interventions. Centralize 
system enable managing and monitoring process become more efficient. Cost of 

development is also taking into consideration as this system is not requiring any extra 
devices. Face recognition is using web camera that is already embedded with the computer. 
The detected detailed features are compared with the family of face data stored in the 
database of the monitoring system, and security is cancelled in case of a member, while an 

alarm notification is displayed to the user in case of an outsider. Then the user wear face 
mask means, specify the alarm to remove the mask to recognize the facial features. 
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CHAPTER 10 

CONCLUSION 

smart door security using face recognition is a powerful and 

FUTURE ENHANCEMENT 

convenient tecchnology that enhances the security and convenience of modern 
homes and buildings. Smart door security using face recognition offers several 
benefits compared to traditional key-based systems. One major advantage is that 
fce recognition systems are more secure and difficult to bypass. Unlike keys. 
which can be lost or stolen, a person's face cannot be easily replicated or 

duplicated, making it a reliable form of identification. Additionally, face 
recognition systems offer greater convenience since there is no need to carry or 

keep track of keys. The system can be programmed to recognize specific faces 

and grant access only to those individuals, allowing for greater control over who 
is allowed into the building. The system can also be configured to restrict access 

during certain times of the day or to specific areas of the building, making it 
easier to manage access and increase security. 

There are several potential future enhancements that could be made to 

smart door security using face recognition technology. One potential 

enhancement is the integration of artificial intelligence (AI) and machine 

learning (ML) algorithms to improve the accuracy and reliability of the system. 

These technologies could be used to continuously learn and adapt to new faces 

and environmental conditions, such as changes in lighting or facial expressions. 

oner potential enhancement is the integration of multi-factor authentication. 

WIlch combines face recopnition with other forms of identification, such as 

fingerprint or voice recognition. This would add an extra layer of security and 

make it more difficult for unauthorized individuals to gain access to a building. 

33 

603



OSCPUNE HARO WORX SUCCESS 

CROP FORESCASTING FROM MULTIMODAL DATA 
USING DEEP LEARNING MODELS 

DHANISH S 

KAVINN 

NAVADEEPANB 

A PROJECT REPORT 

Submitted by 

of 

in partial fulfillment for the award ofthe degree 

in 

(19BCS4023) 

BACHELOR OF ENGINEERING 

i 

PROQRESS THAUGH KNOWLEDGE 

(19BCS4054) 

APRIL 2023 

(19BCS4301) 

COMPUTER SCIENCE AND ENGINEERING 

M.KUMARASAMY COLLEGE OF ENGINEERING, KARUR 

ANNA UNIVERSITY :: CHENNAI 600 025 

604



M.KUMARASAMY COLLEGE OF ENGINEERING 
(Antonomous Institution affiliated to Anna University, Chennai) 

KARUR - 639 113 

Certified that this project report "CROP FORESCASTING FROM MULTIMODAL 

DATA USING DEEP LEARNING MODELS" is the bonafide work of �DHANISH 

S (19BCS4023), KAVIN N (19BCS4054), NAVADEEPAN B (19BCS4301)" who 
carried out the project work during the academic year 2022 -2023 under my supervision. 

Certified further, that to the best of my knowledge the work reported herein does not 
form part of any other project report or dissertation on the basis of which a degree or 

award was conferred on an earlier occasion on this or any other dandidate. 

SIGNATURE 

Mr.V.RAJESHRAM, M.E., 

SUPERVISOR, 

BONAFIDE CERTIFICATE 

Department of Computer Science and 
Engineering, 
M.Kumarasamy College of Engineering, 
Thalavapalayam, Karur-6391 13. 

Examination held on12-o-2023 

INTERNAL EXAMINER 

H.a 
SIGNATURE 

Dr.M.MURUGESAN, M.E., Ph.D., 

HEAD OF THE DEPARTMENT, 

Department of Computer Science and 
Engineering, 

This project Report has been submitted for the Project Work - End Semester viva-voce 

M.Kumarasamy College of Engineering, 
Thalavapalayam, Karur-639113. 

EXTERNAL 
EXAMId23 

605



ABSTRACT 

Crop prediction is a task that involves using deep learning algorithms to predict 

crop yields and other relevant metrics based on a variety of factors, such as 

weather conditions, soil data, and historical crop data. The goal of this task is to 

provide farmers and other stakeholders with accurate and reliable information 

about expected crop yields, which can help them to make better decisions about 

planting, harvesting, and other aspects of agricultural management. The problem 
of crop prediction involves several challenges, including the need for accurate 

and timely data, the selection of relevant features and parameters for analysis, 

and the development of suitable machine learning models for prediction. To 
address these challenges, researchers and developers in the field of crop 

prediction have developed a variety of tcchniques, including data pre 

processing, feature selection, deep learning model selection, and performance 

evaluation. These techniques may involve the use of different types of data, such 

as weather data, soil data, and crop data, as well as various deep lcarning 

algorithms, such as multi-layer perceptron algorithm and Convolutional neural 

network algorithm. Ultimately, the success of crop prediction depends on the 

ability of the system to accurately and reliably analyze data from a variety of 

sources, and then predict crop yields and other relevant metrics with a high 

degree of accuracy. 
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CHAPTER 10 

We presented a deep learning approach for crop prediction, which demonstrated superior performance in Crop Challenge using large datasets of products. The approach used deep neural networks to make crop datasets such as 
soil and textual datasets. In conclusion, deep learning models offer a promising 

CONCLUSION 

lotion for predicting crop yields based on environmental variables such as 
temperature, pH, rainfall, and soil data. By using neural networks to analyse large 

FUTURE ENHANCEMENT 

and complex datasets, these models can identify patterns and relationships that 
Ould be difficult or impossible for humans to discern. By training the model on 
historical data and then using it to make predictions on new data, farmers and 
researchers can gain valuable insights into which crops are most likely to thrive 
under certain environmental conditions. However, there are still some challenges 
to overcome, such as the need for high-quality and diverse data, the difficulty of 
interpreting complex neural networks, and the potential for bias and errors in the 

training data. Overall, deep learning holds great promise for revolutionizing the 

field of crop prediction and helping to feed a growing global population. 

Images. 

This project describes crop yield prediction ability of the algorithm. In 
Tuture we can determine the efficient algorithm based on their accuracy metrics 
that will helps to choose an efficient algorithm for crop prediction based on soil 
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CHAPTER 10 

CONCLUSION 
In conclusion, using a CSV file for sleep stage classification in EEU 

datasets can provide valuable information about an individual's sleep patterns. 
By loading the EEG data and CSV file into memory and pre-processing the data 
to extract relevant features, a labelled dataset of epochs can be created that can 
be used to train and evaluate machine learning algorithms. A CNN is a common 
machine learning algorithm used for EEG classification, which can learn the 
relationship between the EEG features and the sleep stages. The performance of 
the CNN can be evaluated using metrics such as accuracy, precision, recall, and 
Fl score. The trained CNN can then be used to predict the sleep stage in new 

EEG datasets by dividing the data into epochs and classifying each epoch based 

on its EEG features. Overall, CSV file classification for EEG datasets provides 
a powerful tool for sleep researchers and clinicians to analyze large amounts of 

sleep data quickly and accurately. It can help to identify sleep disorders. 
monitor treatment progress, and provide insights into the mechanisms of sleep. 
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CHAPTER 10 

CONCLUSION 

ln conciusion, the Use otCNN nd laarCascade algorithnns lor face authenttcati01) 
i drowsincss detection can significantly inprove driver safety and identity veritication. 

The CNN algorithm can be trained on large datasets to accuratcly Tecognize laces, while 

the 
lHaarCascade algorithm can detect drowsiness based on patterns in the real time face 

Both aigorithns have been shown to be ettective in real-tinne applications and can 
i inteerated mto CXIStng Systems for added safetv and convenience. However, caretul 

FUTURE ENHANCEMENT 

iosign and optimization are requircd to ensure high accuracy and efficiency in both face 

ohentication and drowsiness detection. Overall, the use of these algorithms represents a 
oromising approach to improving safety and security in various settings, such as 

iransportation and public spaces. The combination of face authentication and drowsiness 

isteetion using CNN and Haar Cascade algorithms has the potential to revolutionize the 
transportation industry. By using real-time facial recognition and drowsiness detection 

SVstems, drivers can be quickly and accurately identified and monitored for signs of 

fatigue or drowsiness. This could help prevent accidents caused by driver fatigue, which 

is a significant cause of road accidents worldwide. Moreover, face authentication can also 

be used for identity verification in other settings, such as airports, banks, and govermment 
agencies. The accuracy and speed of the CNN algorithm make it an ideal solution for these 

applications, where security and convenience are critical. 

Although the current algorithms for face authentication and drowsiness detection 

are highly effective. there is still room for improvement in terms of accuracy and 

etfhciency. Future research could focus on developing more advanced CNN architectures 

dnd optimizing hyperparameters to achieve even higher accuracy rates. Additionally, new 

nethods could be developed to enhance the speed and efficiency of the algorithms for 

real-time applications. 
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CHAPTER 10 

FUTURE ENHANCEMENT 

CONCLUSION 

The main goal and importance of the ATM system using face image is to 

provide security. ATM system using pin is secure, but it still has some demerits. 
To overcome the challenges of the technology, it can be combined with more 
secure features. In this project, we are using OR code with biometric security 

measure in the ATM system. The proposed system explains Card-less ATM is 

implemented in an ATM application. The main goal of our work is to design a 

PIN-based authentication scheme that would be resistant against shoulder 

surfing attacks. To this end, we created OR code with Face biometrics. The 

proposed system has quantified the level of resistance against shoulder-surfing 

by introducing the notion of safety distance. Face biometric can be verified and 

provide the Reverse OTP for verification This is system can be more secure and 

difficult to be hacked by unauthorized person and it can be implemente in Real 

time environments. 

In Future, work of this project is to propose an android based application 

can be developed for the banking process and it can be implemented with high 

secure measurements using Digital PIN based authentication or Bright Pass 

based authentication. 
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CHAPTER 10 

CONCLUSION 

In conclusion, the proposed system of paper recommendation based on 

rating, reviews, smileys, and time is a powerful tool for providing personalized 

recommendations to users. By leveraging the power of sentiment analysis and 

machine learming algorithms, the system can provide accurate and relevant 

recommendations based on user preferences and behaviour. The proposed 

system has several advantages over existing systems, including the ability to 

provide real-time recommendations based on the latest reviews and user 

sentiment. The system also has the potential to improve user engagement and 

satisfaction by providing more personalized and relevant recommendations. 

Overall, the paper recommendation system has the potential to revolutionize the 

way users discover and consume research papers and improve the overall user 

experience. One of the key benefits of the paper recommendation system is that 

it can help users find research papers that are most relevant to their interests and 

needs. This can be especially useful for researchers and students who need to 

stay up-to-date with the latest research in their field. The system can also help 

users discover new and interesting research papers that they may not have 

otherwise come across. Additionally, the system can improve the visibility and 

mpact of research papers by recommending them to users who may not have 

been aware of them otherwise. Another advantage of the proposed system is that 

It can help publishers and researchers get valuable insights into user preferences 

and behavior. By analyzing user reviews, sentiment, and other data, publishers 

can gain a better understanding of which papers are most popular and why. This 

can help them make more informed decisions about which papers to promote 

and publish, as well as identify areas for further research and development. We 

provide a novel use of an article recommendation system in this study. based on 

a hybrid recommendation algorithm. Our Each output result has a significantly 
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smaller search space, and the data is organised in a way that makes sense given 

the underlying structure. The user can conveniently search the article from any 

Fine or location. Ratings, reviews, and emoticons are analysed and categorised 

for both positive and negative attitudes. One of the system's primary modules, 

Hvbrid Recommendations, aids in overcoming the limitations of the 

conventional Collaborative and Content Based Recommendations. The 

academic research process can be considerably improved by the paper 

recommendation system, which is based on reviews, ratings, and smileys over 

time. This system has enormous potential for future applications. The creation 

and use of such a system could offer researchers more precise and individualised 

recommendations as well as assist them in keeping up with the most recent 

developments in their field of study.Currently, the system relies on user reviews 

and ratings to make recommendations. However, additional data sources, such 

as user reading history or social media activity, could be incorporated to provide 

even more personalized and relevant recommendations. 
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CHAPTER 9 

CONCLUSION 

This study is used to identify the disease of paddy plants using machine learning 

ond deep learning algorithns. The disease classification using image processing 

neauires first acquiring the images fron the paddy cultivation field. Then, the acquired 

images use pre-processed to remove irrelevant images, followed by image 

segmentation. The segmentation process identifies the region of interest. After 

seementation, the feature of high dimensions is reduced using feature reduction (or) 

dimensionality reducing using feature selection techniques. The selected features are 

Irained and tested to identify the disease in the paddy leaves using different classifiers 

like SVM, KNN, RF, DT and LR algorithms. The experimental evaluation reveals that 

the SVM algorithm achieved a 90.63% accuracy with 88% sensitivity and 94% 

specificity in effectively identifying and classifying the brown spot and leaf roller 

paddy diseases in the paddy plants. These models can provide a solution to develop an 

automatic disease diagnostic system that will help the farmers to achieve better yield 

by improving the productivity of the paddy plants. 
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CHAPTER 10 

10. CONCLUSION AND FUTURE WORK 

In conclusion, retinal image analysis using machine learning techniques 
.o showh great potential in the early detection and prediction of several eye 
diseases such as diabetic retinopathy and glaucoma. With the increasing 

prevaalence of these diseases worldwide, there is a growing need for more 

afective and efficient screening methods. Machine learning-based approaches 
can not only improve the accuracy and speed of diagnosis but also reduce the 

hurden on healthcare systems and improve patient outcomes. The proposed 

system using CNN algorithms for retinal image segmentation, diabetic and 
glaucoma classification can help healthcare providers to make more informed 

decisions and provide personalized treatment plans. The combination of deep 

learning algorithms and retinal imaging has the potential to revolutionize the way 

we diagnose and manage these diseases, With the help of deep learning 

algorithms, medical professionals can process complex retinal images more 
efficiently, which can result in faster and more accurate diagnoses. Moreover, 
these approaches can help overcome the challenges associated with subjective 

interpretations of medical images. Human error and inter-observer variability can 

lead to inconsistencies in the interpretation of medical images, which can have a 

SIgnificant impact on patient outcomes. By leveraging machine learning 
algorithms, we can obtain more objective and standardized results that can help 

Improve the quality of care. 

10.1 FUTURE WORK 

In the future, further research can be conducted to explore the potential of 

Other deep learning techniques, such as transfer learning and reinforcement 

Iearning, in the field of retinal image analysis. As these techniques continue to 

nprove, they have the potential to transform the way we approach the diagnosis 

aud treatment of eye diseases, ultimately leading to better outcomes for patients. 
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CHAPTER 10 
cONCLUSION AND FUTURE ENHANCEMENT 

The ability to look. listen, talk, and respond appropriately to events is one of the most 
igaabe gifs human being can have. However, some unfortunate people are denied this 

unity: People get to know one another through sharing their ideas, thoughts, and 
NINCES with others around them. There are several ways to accomplish this, the best of 

sich is the gift of "Speech." Everyone can very persuasively transfer their thoughts and 

aprehend each other through speech. Our initiative intends to close the gap by including a 
-cOSt computer into the communication chain, allowing sign language to be captured, 

ised and translated into speech for the benefit of blind individuals. An image processing 
hnigue is employed in this paper to recognise the handmade movements. This application is 

sdo present a moderm integrated planned system for ear impaired people. The camera-based 
n2 of interest can aid in the user's data collection. Each action will be significant in its own 

it. Despite ii having average accuracy, our system is still well-matched with the existing 
Sens. given that it can perform recognition at the given accuracy with larger vocabularies 

i wihout an aid such as gloves or hand markings. In future, we can extend the framework to 

-plement various deep learning algorithms to recognize the signs and implement in real time 
plications. 
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CHAPTER 9 

CONCLUSION 

herall, the application of deep leaming in recognition of plant leaf diseases has 
demonstrated promising results and holds potential for the creation of accurate and 
efficient disease detection systems for farmers and researchers. It can help farmers 

and researchers take timely and appropriate action to control and prevent the spread 

af the disease. The proposed algor1thm uses an image segmentation technique to 

automatically detect and classify different plant leaf diseases. The algorithm was 
evaluated on ten tomato plant species. This technology has the potential to 
revolutionize the field of agriculture by enabling early disease detection and 
treatment, leading to increased crop yields and reduced economic losses. The results 

show that the proposed algorithm is efficient in recognizing and classifying leaf 
diseases with minimal computational effort. The proposed algorithm has the 
potential to be a valuable tool for plant disease detection and management, 
particularly in the early stages of disease development. To enhance these systems 
functionality in various environments and increase user accessibility, additional 
rescarch is necessary. Additionally, it is important to continue to collect and 
annotate large, diverse datasets to support the training and development of these 
models. 
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CHAPTER 10 

CONCLUSION AND FUTURE ENHANCEMENT 

People across tlhe universe are becoming more attentive towards their 

health. They are adopting various ways to keep themselves fit. One the way is to 

ne9sure the calorie and nutrition level in the meal. This project has given a brief 

review of different calorie and nutrition measurement system. After discussing 

various systems, it is found that there is scope for another system that can develop 

in order to help the patients and dieticians. A system is proposed which uses 

segmentation and classification using Convolutional neural network to measure 

the calorie and nutrition level in the meal. System is cost effective and simple. 

Practical results of the system might boast the research in the field of food 

processing. In the implementation of food recognition system based on image 

processing the comparative study of various software schemes is done. 

In future, we can extend the framework to implement various algorithms 

to improve the accuracy of the system in food recognition. And also implement 

in mobile environments and IÚT environments. There is still a lot of potential for 

future work in food classification, especially with the advancements in 

technology and the increasing demand for personalized nutrition. Food 

classification can be tailored to individual needs and preferences, such as dietary 

restrictions, food allergies, and genetic makeup. Personalized nutrition can help 

people make more informed choices about what they eat and improve their 

overall health. 
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ANTRACT 

Aena one of the healtlh polblemm due o nuitton deficieney ihat allect people 

Alnd the woll casim mjot comsqueneen, Aena is a conditton where the blood 
wlte lck to cty adequnte anout ol oxygen to youw body tisses, ln pactice, patient 
h dentitied an anemie hy ognonng the blood wmple with sipnificant blood test to 
Akwmine the conceaton of huemglobin (b), In this study, we lhave developed a 
Aecp leaning algoithn to ilentily tlhe comentralion of huenmoglobin (|b) by analysing 
tle inape of conjunetival region of cyos The proponcd mcthodology is a non-invasive 

tecnige tht avoida uipniticnnce blood tesls to dagnosis the anaemia disease in a patient 
automatically using cye inapen, We luve considered 218 individuals eye imagx taken 
thom two cthnie groupa one thom the lalan pationts and another of Indian origin. The 
poposed study unes vadionien and deep learning algorithms to rapidly wereen larger 
poup of peoples. We have uned gray levcl eooceurrence matrix (GLCM) and Gray Level 
Run Lenpth Matrix (GLRLM) bascd texture fcatures of the images is used to extract the 

loatures and deep lening alzorithm is used for automatic diagnosis of conjunctiva 
imapes to ilentitly the disease. The developcd mcthodolopy greatly reduees the number of 
tests and lclps in casicr diagnosis of anacnia patients cflectively by tlhe clinicians 
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CHAPTER9 

CONCLUSION 
In this study, we have studied various literatures used for the effective 
detection and identification of anemia using palpebral conjunctiva from 
eye-defy images. We have applied radiomics based texture feature 

extraction and classification with machine learning and deep learning 
algorithms. The radiomics based feature extraction uses gray-level 

COOccuIrence matrix and gray level run length matrix features. The 

extracted features are used to train the machine learning and deep 
learning algorithms. In the literature, the machine learning shown 
promising results in the automatic diagnosing of eye-defy anemia. In 
general, convolution neural network is applied for image procession and 
other analytics. The utilization of convolutional neural networks helps to 
improve the performance of the algorithm. Hence to improve accuracy 
and classify images and identify the presence of anemia in the patient, the 
CNN model is used. An effective diagnosis can lead to faster disease 
identification and treatment for patients, that improves their quality of life 
and potentially even saving lives. Nevertheless, the technological 

developmnent in the field of artificial intelligence and deep learning 
represents a significant step forward in the use of intelligence in medical 

diagnosis. 
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ABSTRACT 

Abnormal event detection is one of the important objectives in rescarch and 

practical applications of video surveillance. Surveillance cameras are increasingly 
being used in public places e.g. strects, intersections, banks, shopping malls etc to 
increase public safety. One critical task in video surveillance is detecting anomalous 

events such as traffic accidents, crimes or illegal activities. Generally, anomalous 
events rarely occur as compared to normal activities. The goal ofa practical anomaly 

detection system is to timely signal an activity that deviates normal patterns and 
identifies the time window of the occurring anomaly. Therefore, anomaly detection 

can be considered as coarse level video understanding, which filters out anomalies 

from normal patterns. Once an anomaly is detected, it can further be categorized into 

one of the specific activities using classification techniques. This paper presents an 

overview of anomaly detection, focusing on the context of banking operations 

applications. Banking operations include many daily, periodic, and a periodic 
activities and transactions performed by or affecting numerous stakeholders such as 

employees, customers, debtors, and external entities. Events may unfold over time, 

and early detection can significantly ameliorate potential ill-effects, and in some cases 

actively prevent the same. Time series based anomaly detection used to detect persons 

in unwanted time. In this work machine learning based anomaly detection technique 

implement to detect the normal and abnormal events. 
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CHAPTER9 

CONCLUSION 

This proposed anomaly detection approach suggested solution focuses on 
developing a smart camera-based anomaly detection system that keeps an eye on 

activities in real-time environments, can spot any suspicious conduct, and can 

follow thieves using a face- and motion-detection approach based on 

unfavourable time periods. The Clever Camera will instantly warn the security 

staff ifany suspicious activity is discovered at an inappropriate time. The message 
describes the alert type that was generated and includes the thief's facial image, 
time of detection, and a web link to a location in which the current image is kept. 

This information enables security to respond appropriately. 
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ABSTRACT 

Stock price prediction is the process of using historical stock price 
data to forecast the future prices of a stock. The goal of stock price prediction 

is to identify patterns and trends in the historical data that can be used to 

predict the future prices with reasonable accuracy. There are many different 

approaches to stock price prediction, including technical analysis, 
fundamental analysis, and machine leaming algorithms. Technical analysis 
involves the use of charts and technical indicators to identify trends and 

patterns in the historical stock price data. Fundamental analysis, on the other 
hand, involves the analysis of the financial and economic factors that can 

impact the stock price, such as earnings reports, economic indicators, and 

industry trends. Stock price prediction is an important area of research in 
finance and economics, with many different algorithms being used to predict 

future prices. One such algorithm is the Multilayer Perceptron (MLP) 

Regression algorithm, which is a type of artificial neural network. This paper 

presents a study of MLP Regression algorithm for stock price prediction. 
The algorithm is trained on historical stock price data and used to predict the 

future prices of a stock. The performance of the algorithm is evaluated using 

various metrics, including the Mean Squared Error (MSE) and the coefficient 

of determination (R-squared). The results of the study show that MLP 

Regression algorithm is a powerful tool for stock price prediction, and can 
provide accurate and reliable predictions for a wide range of stocks. The 

study also highlights the importance of selecting appropriate input features, 
and the need to carefully tune the hyperparanmeters of the algorithm to 

achieve optimal performance. Overall, the study demonstrates the potential 
of MLP Regression algorithm for stock price prediction, and provides 
insights into its strengths and limitations. 
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CHAPTER 10 

CONCLUSION 

Predicting stock prices is a challenging problem in machine learning, and there 

is no single algorith1m or model that can guarantee accurate predictions. However, the 

Multi-Layer Perceptron (MLP) regression algorithm can be a useful tool for this task. 
MLP regression is a type of artificial neural network that can learn complex non-linear 

relationships between input features and output values. In the context of stock price 

Drediction, the input features may include historical prices, trading volumes, news 
articles, and other relevant data, while the output values are the predicted stock prices. 

To use MLP regression for stock price prediction, historical data can be used to train 
the model, and the model can then be used to make predictions on new data. The model 

can be evaluated using metrics such as Root Mean Squared Error (RMSE), Accuracy 

score to measure its performance. It is important to note that stock price prediction is 
a highly complex and unpredictable task, and the accuracy of the predictions will 

depend on a variety of factors, including the quality of the data, the choice of input 
features, the model architecture and hyperparameters, and external events that may 

impact the stock market. In conclusion, MLP regression can be a useful tool for stock 

price prediction, but it is important to carefully evaluate the performance of the model 

and to use it in conjunction with other analysis and expert judgments when making 
investment decisions. 
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ABSTRACT 

Internet is one of the important inventions and a large number of persons are its users. 

These persons use this for different purposes. There are different social media platforms 
that are accessible to these users. Any user can make a post or spread the news through 

these online platforms. FAKE news has proliferated to a big crowd than before in this 

digital era the main factor derives from the rise of social media and direct messaging 

platform. Fake news detection is important research to be done for its detection but it 

has somne challenges too. Some challenges can be due to a smaller number of resources 

like an available dataset. We propose in this project, a falke news detection using deep 

learning technique. And implement a novel automatic fake news credibility inference 

model using deep learning to algorithm with Natural language processing steps which 

including text mining steps. Based on a set of explicit and latent features extracted from 

the textual information, deep learning algorithms builds a deep diffusive network model 

to learn the representations of news articles, creators and subjects simultaneously. There 

is a Kaggle competition called as the"Fake News Challenge" and social network is 

employing AI to filter fake news stories out of users feeds. Combatting the fake news 

is a classic text classification project with a straight forward proposition. And evaluate 

the performance of the system in terms of accuracy parameter. And also block the users 
who are posted continuously fake news data in framework. 
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CHAPTER 10 

CONCLUSION 

In this research, we looked at the issue of identifying false news pieces, authors, and subjects. Using the news extended heterogeneous social network, a 
set comprising explicit as well as latent features may be retrieved from the text 
data of news stories, producers, and subjects. Additionally, it has been 
recommended to use a deep diffusion internet network to incorporate network 
into model learning that only considers relationships between news articles, their 
authors, and their subjects. Accuracy is increased by the deep learning model. The 
process involves collecting a dataset of news articles or social media posts, 
preprocessing the data, extracting relevant features, selecting appropriate 
classifiers, training, evaluation, fine-tuning, and deployment. The results depend 
on various factors such as the dataset, preprocessing, feature extraction, classifier 
selection, training, evaluation metrics, and fine-tuning. Overall, the performance 
of the classifiers can be measured using metrics like accuracy, precision, recall, 
and F1-score. Fake news detection using text mining and deep learning classifiers 

has shown promise in preventing the spread of fake news in social media and can 
play an important role in ensuring the authenticity and reliability. . 
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CHAPTER 10 

CONCLUSION AND FUTURE ENHANCEMENT 
Cervical cancer is a significant public health problem worldwide, and early 

detection is crucial for successful treatment. Machine learning algorithms can be 
used to analyse medical data and predict the likelihood of cervical cancer in 

otients. In this context, the Multilayer Perceptron (MLP) algorithm has shown 
nromising results in cervical cancer prediction. The MLP algorithm is a type of 
ortificial neural network that is trained using labelled data to recognize patterns 
and make predictions. It has been successfully applied in various medical 
domains, including cervical cancer prediction. In this approach, the algorithm is 

trained using a set of features extracted from patient data, such as age, sexual 
behaviour, and medical history, to predict the likelihood of cervical cancer. 
Several studies have shown that MLP algorithm-based models can achieve high 
accuracy rates in predicting cervical cancer. However, the accuracy of the model 
depends on the quality and quantity of the input data used for training. Therefore, 
it is essential to use large datasets with diverse patient characteristics to improve 
the accuracy of the model. In conclusion, the MLP algorithm is a powerful tool 
Tor predicting cervical cancer, and it has the potential to improve early detection 
Tates and patient outcomes. Future research should focus on developing more 
accurate models by incorporating more advanced machine learning techniques 
and larger datasets. 

MLP models rely on input features to make predictions, and the choice of 

Teatures can greatly affect the accuracy of the model. Future research could 
investigate which features are most informative for predicting cervical cancer, 
and develop methods for selecting the most relevant features automatically. 
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CHAPTER 10 

CONCLUSION 

Impersonation of the candidate is a fundamental problem in cxamination 
A1stem often referred as malpractice. Hall ticket and identity cards are normally 

in the examination system for fraud detection. Existing cxamination 
System mainly deals with document image analysis techniques and biometric 

stem in identification, recognition and classification of the candidate. 
Generally, fraud is detected by using document image analysis whereas the 

proposed model is focus on the image/video for analysis. In project we can 

inplemented face recognition techniques. Face recognition of Biometric 
techniques is part of facial image applications with increasing research a rea and 
integration. This proposed work deployed facial recognition to deter students 
from impersonation during examinations which is rampart in some colleges. This 

system will be beneficial as it will provide enhanced candidate authentication 

and verification and reduce the problem of Student impersonation. The staff will 

be able to proctor the student and keep a track of his/her activities throughout 

the exam. This system is totally online leading lower no usage of paper. This 

system can be more reliable and efficient platform for conducting online 

Cxaminations. And also extend the system to analyse the activities of student 

ITom video surveillance system. The activities include human behaviours that 

de classified as motion. gestures and head movements. If the activities 

COnsidered as abnormal means. provide alarm with improved accuracy rate. 
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ABSTRACT 

With raising in-depth amalgamation of the Internet and social life, the Internet is looking 

differently at how people are learning and working, meanwhile opening us to growing 
serious security attacks. The ways to recognize various network threats, specifi- cally 
attacks not seen before, is a primary issue that needs to be investigated immediately. The 
aim of phishing site URLS is to collect the private information like user's identity, 
passwords and online money related exchanges. Phishers use the sites which are visibly 
and semantically like those of authentic websites. Since many of the clients go online to 
get to the administrations given by the government and money related organizations, there 
has beena vital increment in phishing threats and attacks since some years. 

As technology is growing, phishing methods have started to progress briskly, and this 
should be avoided by making use of anti-phishing techniques to detect phishing. Machine 
learning is a authoritative tool that can be used to aim against phishing assaults. There are 
several methods or approaches to identify phishing websites. 
The machine learning approaches to detect phishing websites have been proposed earlier 
and have been implemented. The central aim of this project is to implement the system with 

high efficiency, accuracy and cost effectively. That is been achieved. The project is 
implemented using 4 machine learning supervised classification models. The four classi 
fication models are K-Nearest Neighbor, Kernel Support vector machine, 

MLP,XGBoost,Gradient boost,Logistic regression, Decision tree and Random forest 
classifier. It was established that the Gradient boost classifier provides best accuracy for 

the selected dataset and gives an accuracy score of 97.82%. 
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CHAPTER 9 

CONCLUSION 

The demonstration of phishing is turning into an advanced danger to this 
ouickly de- veloping universe of innovation. Today, every nation is focusing on 
cashless exchanges, business online, tickets that are paperless and so on to update 

with the growing world.Phishers are focusing on installment industry and cloud 
benefits the most. 

The project means to investigate this region by indicating an utilization instance of 
rec- ognizing phishing sites utilizing ML. It aimed to build a phishing detection 
mechanism using machine learning tools and techniques which is efficient, accurate 
and cost effective. The project was carried out in Anaconda IDE and was written in 
Python. 

The proposed method used nine machine learning classifiers to achieve this and a 
com- parative study of the nine algorithms was made. A good accuracy score was 
also achieved. The naive algorithms used are MLP, Logistic regression,Gradient 
boost,XGBoost,K-Nearest neighbor, Kernel Support Vector Machine, Decision Tree 
and Random Forest Classifier, Naive bayes. All the eight classifiers gave promising 

Tesults with the best being Gradient boosting Classifier with an accuracy score of 
91.82%. The accuracy score might vary while using other datasets and other 
aigorithms might provide better accuracy than gradient boosting classifier. Gradient 
Doosting classifier is an ensemble classifier and hence the high accuracy. This model 
Gan be deployed in real time to detect the URLs as phishing or legitimate. 
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ABSTRACT 

Car resale price prediction is an important task in the automotive industry, as it helps 
both buyers and sellers to estimate the value of a used car accurately. One popular 

method for predicting the resale price of a car is regression analysis, which involves 
building a model that can estimate the price of a car based on its characteristics, such 

as its age, mileage, make, and model. To build a regression model, a datasets is required 
that includes information about the car's characteristics and its resale price. After 

collection, it is cleaned and pre processed to remove missing or irrelevant data. The 

next step is to split the datasets into training and testing sets. The training set is used to 

train the regression model, while the testing set is used to evaluate the performance of 

the model. There are several types of regression models, such as random forest 

regression, gradient boosting regression and multi-layer regression. The choice of the 

model depends on the complexity of the data and the accuracy required for the 

prediction. Overall., regression analysis is a powerful tool for predicting the resale price 
of a car. It can help sellers to set the right price for their car, and buyers to make an 

informed decision about the value of the car they are interested in purchasing. 

Experimental results show that Random Forest regression algorithm provides high 

level accuracy in prediction. 
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CHAPTER 10 

CONCLUSION 
In conclusion, the proposed systenm for car price prediction using Random Forest Regression a algorithmi is a powerful tool that can provide accurate and reliable estimates ofa car's ca 

value based on its features. By leveraging machine learning techniques, the 
S) stem can save time, improve decision-making, and provide a competitive edge in the 
car 

market. The flexibility and scalability of the system make it adaptable to different 

Dverall. the proposed system can help streamline the car buying and selling process, 
making it more efficient, informed, and profitable. One of the key advantages of using 
the Random Forest Regression algorithm for car price prediction is its ability to handle 

complex and non-linear relationships between the car's features and its price. The 
algorithm can identify the most important features that contribute to the car's value and 
can model their interactions to provide accurate price predictions. Moreover, the 
system can be continually improved and updated as new data becomes available. By 

regularly retraining the model and optimizing the hyperparameters, the system can 

adapt 1o changing market conditions and provide more accurate price predictions. 
Another advantage of using the Random Forest Regression algorithm is its ability to 
handle missing data and outliers. The algorithm can impute missing data and remove 
Dulliers, ensuring that the model is trained on clean and relevant data. This can help 

prove the accuracy of the predictions and reduce the risk of overfitting. Finally, the 

pOsed system can also be used to identify trends and patterns in the car market. By 

analyzing the data on car prices and features, the system can provide valuable insights 

into the factors that influence the value of a car. This can help car dealerships and 

individuals make more informed decisions about buying and selling cars. 

36 

ypes of fcars and markets, while the accuracy and reliability of the predictions make it 
a valuable asset for r car dealerships and individuals interested in buying or selling cars. 
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ABSTRACT 

(ontract management involves thc process of cffcctivcly administering contracts to ensure 

all parties involved fulfill their obligations and achieve the desircd outcones. Onc 

irnortant aspect of contract managcmcnt is cnsuring timcly communication and follow-up on 
TDortant contract-related events and milestones. In the context of a Contract manaLement 

ststem that sends notifications mltiple times to the owner or vendor, the primary goal is to 

CRSure that all stakeholders are kept informed about the progress of the contract, upcorming 

deadlines, and any issues or delays that may arise. This can be achíeved through the use of 

automated notification systems that are triggered based on predefined events or actíons. 

Multiple notifications can be sent to ensure that the owner or vendor is aware of important 

wonts and has sufficient time to respond or take action if necessary. Additionally, these 

notifications can serve as a record of communication and help to ensure that all parties are on 

tihe same page regarding the status of the contract. Overall, a contract management system that 
sends notifications multiple times to the owner or vendor can help to streamline the contract 
administration process, improve communication, and reduce the risk of misunderstandings or 
disputes. 
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CHAPTER 10 

CONCLUSION 

With the help of this product, Maintaining and Tracking of conracts of an 

organization becomes effiient and effective.Notifications can be used to alert parties to 

important events, such as contract renewals, deadlines, and milestones. This helps to prevent 

missed deadlines and ensures that all parties are aware of upcoming events that may affect 

their obligations under the contract. By setting up notifications, businesses can increase their 
efficiency, reduce risks, and improve their compliance with contractual obligations. 
Notifications can be set up using a variety of tools and technologies, including email alerts, 
calendar rerminders, and automated contract management systems. It is important to ensure 
that notifications are customized to meet the specific needs of the business and are sent to the 

appropriate parties in a timely and accurate manner. This can help to avoid potential disputes 

and ensure that all parties remain informed and engaged throughout the duration of the 

Contract. 
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SIGNATURE 

R Haruk 
k. Byopraat 

Bha 

S.Matm 
J. Mahonnay 

Nichi as 

R Qoqu 

8.Rajo 

Raleere 
Rajesh p 

|S. Soztho 

S,S. 
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S.NO 

52 
53 

S6 

S7 

S8 

$9 

(6) 

REGISTER NUMBER 

927621BCS109 

927621 BCSI10 

927621 BCS120 

927621 BCS121 

927621 BCS122 

927621 BCS123 

927621 BCS124 

927621 BCS126 

CLASS 

22LCS007 

22 

NAME 

SUDHARSON T 

SUJITHI 

VENGADESAN MC 

VENKATRAMANI R 

|S.VIGNESH 

YOGESHWARAN R 

YUGESH BAALA T 

ZAFARULLAH S 

MAHENDRAN 

SIGNATURE 

T udhaason 

vengadesa 

aeeday b 

HÜD-CSE 
Dr.S.THLAGAMANI, M.E., Ph.d. 

Professor & Head 
Computer Science & Engineering M. Kumarasamy Coliege Of Engineering Karur - 639 113 
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S.NO 

1 

4 

6 

7 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

M.KUMARASAMY 
COLLEGE OF ENGINEERING 
NÀAC Aeredted Avtonomous Institutton 

Anproved by AK A AMlated to Anns (Unerty 
I60 9001 7015& SO 14001201s Certihed tivtiton 

Thalavapalayam, Karur - 639 113 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 

I| VEAR/III SEMESTER (BATCH:2021 -2025) 
INDUSTRAIL VISIST -GIRLS NAME LIST 

REGISTER NUMBER 

927621 BCS002 

927621 BCSO07 

927621BCS008 

927621 BCSO12 

927621 BCS019 

927621 BCS020 

927621BCSÓ23 

927621BCS028 

927621 BCS030 

927621 BCS037 

927621 BCS041 

927621 BCSÓ42 

927621BCS045 

927621BCSÓ48 

927621 BCSO50 

927621 BCSOS3 

927621 BCcsos6 

927621 BCSO57 

927621 BCSO58 

927621 BCS059 

927621 BCS060 

927621BCS061 

927621 BCS062 

927621 BCS064 

927621 BCS065 

|AATHIKA ERFANA S 

|AJITHAV 

NAME 

JANGU RAKSHAS 

|ARUNM0ZHI K 

DEETCHANA S 

|DEVADHARSHINI A 

DHARINI B 

ELAKKIYA M 

|GAYATHRI P A 

HARINIKA A 

HEENAJ 

INFANT HILDA D 

JEEVITHA K 

KALAIARASI B 

KANJANAMALAR 

KARNEYA B 

KAVINAYA VP 

KAVIYAB 

KAVIYAS 

KEERTHANA G 

KIRUPAL 

KIRUTHIKA M 

KIRUTHIKA M 

|LEKYASREE K 

MADHUBALA S 

DATE:14.10.2022 - 15.10.2022 
SIGNATURE 

A DanalA alin 

kinenika 

k. Jlug 
Bkalaiargfi 

hatkamabo 

VPKainayg 
B Kamta 

mkithae 

3-Nadhnbale 

1029



42 

43 

4| 

44 

45 

46 

47 

48 

51 

49 

50 

52 

39 

40 

38 

27 

36 

37 

26 

28 

29 

31 

30 

32 

33 

35 

34 

927621BCS070 

927621 BCS071 

927621 BCS073 

927621 BCS076 

927621BCS079 

927621 BCS082 

927621 BCS083 

927621 BCS084 

927621 BCS087 

927621 BCS092 

92762| BCS094 

927621BCS098 

927621 BCS100 

92762 IBCS101 

927621 BCS102 

927621 BCSI04 

92762I BCS106 

927621BCS111 

927621 BCS112 

927621BCSI13 

927621BCS114 

927621 BCS115 

927621 BCS116 

927621 BCSi17 

927621 BCS118 

927621 BCS119 

927621BCS125 

CLáSS ADVISooe2 

MONISHA M 

MONISHA S 

NANDHINLJ 

NIVETHA S A 

POOVIKASHRI M 

PREETHA R 

PRIYA R 

PRIYANKA M M 

RAGUNA DEVIR 

RANGA SHREE S 

RITHIKA M 

SANTHIYA I 

SELVA MARIYA J 

|SHALINI KM 

SHREATHA G P 

SONALI M 

SOUNDHARYA S 

SUJITHA S 

SURUTHIKA S 

SUSHMA JEYAMARY J 

SUSHMITHA S 

|SUSMITHA DP 

SWATHI S 

UMAMAHESWARI M S 

VANITHA MV 

VENEESHWARI M 

YUVASRI S 

M:Moy 

SA- we tha 

Pig 

SPassSh 

I Se 

8recthaGP. 
M Senali 

Sujite 

Susmithotg 

OSE 

Dr S.TILAGAMANI, M.E.Ph 
Professor & Head' 

Computer Science & Engineerin 
AM. Kumarasamy College Of Engnec 

Karur -f29 113 
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2 

5 

Kindly read the Guldelines before fill the form 

6 

7 

9 

10 

Type of Visit 

INDUSTRIAL VISIT / CULTURAL VIsIT / FIELD TRIP /SPORTS MEET APPROVAL FORM 

Date & Time of Departure 

Date & Time of Arrival 

Mode of Travel 

Address & Phone Nos. (for 
contact) 

M.KUMARASAMY COLLEGE OF ENGINEERING 

Department 
CSE 

Copy of Approval letter from 
Industry 

Accompanying Faculty Details 
and Undertaking Letter 

List of Students Male/Female 

Accommodation Details with 
Confirmation letter 

Undertaking Letter From 
Students 

11 Approval from HoD 

12 Approval from Principal 

Mode of 

Travel 

MKCE 

Approval 
stry 

ARASAN 

Approval after checking (Check List) 

CO 

AUTONONOUS 
Students 

(Autonomous) 
Karur - 639 113. 

: 

Details 

Name of the Applicant 
Mr.V. Mani 

Industrial Visit (Kerala) 

13-10-2022 & 09:00PM 

16-10-2022 & 07:00AM 

Mr.V.Mani & 9677862406 

Note: The Form should be submitted two weeks prior to the departure 

Train/Bus//Other Mode -Specify (Enclose details in Annexure 1) 

Yes/No (Enclose details in Annexure 2) 

Yes/No (Enclose details in Annexure 3) 

Yes/No (Enclose details in Annexure 4) 

Yes/No (Enclose details in Annexure 5) 

Yes/No (Enclose details in Annexure 6) 

Date 
12.10.2022 

(Sign with Seal) 

Undertaking 
Students 

( (Sign with Seal) 

Undertaking 
Faculty 

Dr. S.THLAGAMANI, M.E.Ph.d. 
Professor & Head 

Gomputer Science & Engineering 
M. Kumarasamy Colege Ci Engineering 

Karur- 639 113 

PRINCIPAL, 
M.Kumarasamy College of Englneerlng, 

THALAVAPALAYAM, 
KARUR -639 113 

Aazommodaton 

Page 1 
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Accompanying Faculty 

SI.No 

1. 

2. 

3. 

4. 

5 

SI.No 

1. 

2. 

3 

4. 

5 

Name of the Facultyl 
Designation 

MKCE 

Dr.M.Murugesan APICSE 
Mr.V.Rajeshram APICSE 

Mrs.A.Selvi 
AP/CSE 

Mrs.K.Deepa 
AP/CSE 

Mr.Balusubramanian 
Attender 

Name 

M Mupon 

Male/Female 

K Deepa 

Male 

Male 

Female 

Female 

Male 

Contact Mobile Number and Email 

We here-by undertake that the Industrial Visit/Cultural Visit/ Field Trip is purely academic related 

and at any case We shall undertake full responsibility of the student's actions and behavior at all 

times during the course of Industrial Visit/Cultural Visitt Field Trip/ Sports meet. We further 

undertake not to breach the safety guidelines of MKCE at any cost. 

9080882849 
murugesanm.cse@mkce.ac.in 

7904817674 
rajeshramv.cse@mkce.ac. in 

9865637368 
selvia.cse@mkce.ac. in 

9626308270 
deepak.cse@mkce,ac.in 

8056357503 

UNDERTAKING LETTER -FACULTY 

Designation/ Dept. 

Aelcse 
Aelse 
APlcSE 

S. Balasub+amanian ttencen 

Annexure 3 

Alternate 
Contact In case 
of Emergency 

Mr.V.Mani 
AP/CSE 

9677862406 

Sign�ture 

Page 4 

1032



M
ani 

V
 

<m
aniv.cse@

m
kce.ac.in> 

Perm
ission 

for 

C
om

pany 

Visit 

from
 

14.10.2022 
to 

15.10.2022 
- Reg 

W
ed, 

Oct 
12, 

2022 
at 12:03 

PM
 

M
ani 

V
 

<m
aniv.cse@

m
kce.ac.in> 

To: 
"infopark.hr.kochi@

gm
ail.com

" 
<infopark.hr.kochi@

gm
ail.com

> 

Cc: 

H
O

D
CSE 

M
KCE 

<hodcse@
m

kce.ac.in> 

Respected 
Sir/M

adam
 

On 

behalf 
of M

.Kum
arasam

y 

College 
of Engineering 

from
 

D
epartm

ent 
of Com

puter 

Science 

and 

Engineering 

Our 

Second 

Year 

Com
puter 

Science 

and 

Engineering 

students(2021 
- 2025 

Batch) 

would 

like 
to 

visit 

your 

com
pany 

with 

group 
of 50 

Girls 

with 
3 Faculties 
on 

14.10.2022 

and 
a group 
of 
60 

Boys 

with 
2 Faculties 
on 

15.10.2022 
to 

learn 

about 
the 

various 

activities 

carried 
in

 

your 

com
pany 

from
 

14.10.2022 
to 

15.10.2022. 

Kindly 

perm
it 

us 
to 

visit 

your 

com
pany 

to 

enhance 
our 

learning 

opportunities. 

We 
are 

expecting 

your 

reply 
in 
this 

regard 
for 

further 

com
m

unication. 

K
indly 

do 
the 

needful 
as 

soon 
as 

possible. 

R
egards, 

V.M
ANI 

M
.E.,(Ph.D) 

A
ssistant 

Professor/C
SE, 

M
.K

um
arasam

y 

College 
of Engineering(A

utonom
ous), 

K
arur-639 

113. Ph.N
o. 

9677862406 

W
hatsapp 

:9677862406 

(C
SE).to 

seek 

perm
ission 

for 

visit 
at your 

com
pany 

from
 

14.10.2022 
to 

15.10.2022. 
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M
ani 

V
 

<m
aniv.cse@

m
kce.ac.in> 

P
erm

ission 
for 

C
om

pany 

V
isit 

from
 

14.10.2022 
to 

15.10.2022 
- Reg 

W
ed, 

O
ct 

12, 

2022 
at 2:59 

PM
 

Infopark 
<infopark.hr.kochi@

gm
ail.com

> 

To: 

M
ani 

V
 

<m
aniv.cse(@

m
kce.ac.in> 

Cc: 

H
O

D
C

SE 

M
KCE 

<hodcse@
m

kce.ac.in> 

Y
our 

request 
is 

approved. 

[Q
uoted 

text 
hidden] 
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M
ani 

V
 

Perm
ission 

for 

C
om

pany 

Visit 

from
 

14.10.2022 
to 

15.10.2022 
- Reg 

W
ed, 

Oct 

12, 

2022 
at 11:59 

AM
 

M
ani 

V
 

<m
aniv.cse@

m
kce.ac.in> 

To: 
"info.irohub@

gm
ail.com

" 
<info.irohub@

gm
ail.com

> 

Cc: 

H
O

D
CSE 

M
KCE 

<hodcse@
m

kce.ac.in> 

Respected 
Sir/M

adam
 

On 

behalf 
of M

.Kum
arasam

y 

College 
of 

Our 
Second 
Year 

Com
puter 

Science 

and 

Engineering 

students(2021 
- 2025 

Batch) 

would 
like 
to 

visit 

your 

Kindly 

perm
it 

us 
to 

visit 

your 

com
pany 

to 

enhance 
our 

learning 

opportunities. 

We 

are 

expecting 

your 

reply 
in 
this 

regard 
for 

further 

com
m

unication. 

K
indly 

do 
the 

needful 
as soon 
as 

possible. 

Regards, 

V.M
ANI 

M
.E.,(Ph.D) 

A
ssistant 

Professor/C
SE, 

M
.K

um
arasam

y 

College 
of Engineering(A

utonom
ous), 

K
arur-639 

113. Ph.N
o. 

9677862406 

W
hatsapp 

:9677862406 

<m
aniv.cse@

m
kce.ac.in> 

Engineering 

from
 

Departm
ent 

of 

Com
puter 

Science 
and 

Engineering 

(CSE).to 

seek perm
ission 

for 

visit 
at your 

com
pany 

from
 

14.10.2022 
to

 

15.10,2022. 

com
pany 

with 

group 
of 50 

Girls 

with 
3 Faculties 
on 

14.10.2022 

and 
a group 
of 60 

Boys 

with 
2 Faculties 
on 

15.10.2022 
to 

learn 

about 
the 

various 

activities 

carried 
in 

your 

com
pany 

from
 

14.10.2022 
to 

15.10.2022. 
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Permission for Company Visit from 14.10.2022 to 15.10.2022- Reg 
Iro hub software <info.irohub@gmail.com> 
To: ManiV <maniv.cse@mkce.ac.in> 

Cc: HODCSE MKCE <hodcse@mkce.ac.in> 

Your request is approved for visting our office for the industrial visit 
[Quoted text hidden] 

Mani V <maniv.cse@mkce.ac.in> 

Wed, Oct 12, 2022 at 2:51 PM 
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SI.No 

VWe the students of Computer Science and Engineering department of M.Kumarasamy 

CONege or Engineering, Karur 639 113 do here-by undertake that we are going on Industrial Visit to 

Kochi organized on dates 14.10.2022 and 15.10.2022 departure date 13.10.2022 time 09.00 PM 

Trom MKCE to Kerala and arrival on date 16.10.2022 time 07.00 am at MKCE. Faculty and staff of 

MKCE will not be held responsible for any mishap/eventualities during the trip. 

1. 

2 

3. 

4. 

5. 

6 

7. 

8. 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

18. 

19. 

20. 

MKCE 

Reg.No 

927621BCS001 

927621BCS003 

927621BCS004 

927621 BCS005 

927621BCS006 

927621BCS011 

927621BCSO13 

927621BCSO14 

927621BCS015 

927621BCS016 

927621BCSO17 

927621BCS018 

927621BCS021 

927621BCS022 

927621BCS024 

927621 BCS025 

927621BCS026 

927621BCS027 

927621BCS031 

927621BCS034 

UNDERTAKING LETTER -STUDENTS 

AASHIQS 

ABEESHR 

ABISHEK RAGHAVAN VB 

AJAY M 

ABUBAKKAR AI 

Annexure 6 

ARUNKUMAR E 

ASHOK E 

ARVIND VENKAT 

Name 

AVINASH MV 

DEEPANN 

CHANDHRAKIRAN S V 

DHANUSH R 

DEEPAN RAJ G 

DHARUN M 

DHANUSHKUMAR R 

DHEENADHAYALAN S 

DHILIPKUMAR M 

DURAI MURUGAN V 

* The Undertaking should repeat in all page 

GIRIPRASATH M 

GOKUL MANI S 

Signature 

R .Abe 

MivAingl. 

whan 

sNhnaDhelggon MShiliP KUman 

Page 9 
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VVe the students of Computer Science and Engineering department of M.Kumarasamy 

College of Engineering, Karur 639 113 do here-by undertake that we are going on Industrial Visit to 

Kochi organized on dates 14.10.2022 and 15.10. 2022 departure date 13.10.2022 time 09.00 PM 

from MKCE to Kerala and arrival on date 16.10.2022 time 07.00 am at MKCE. Faculty and staff of 

MKCE will not be held responsible for any mishapleventualities during the trip. 

SI.No 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8 

9 

10 

11. 

12. 

13. 

14. 

15 

16. 

17. 

18. 

19. 

20. 

Reg.No 

MKCE 

927621BCS035 

927621BCS036 

92762|BCS038 

927621 BCS039 

927621 BCS043 

927621 BCS046 

927621BCS052 

927621BCS055 

22LCS002 

927621BCS066 

927621BCS067 

927621BCS068 

927621BCS069 

927621BCS072 

927621BCS074 

927621 BCS075 

927621 BCS077 

927621BCS078 

927621 BCS081 

UNDERTAKING LETTER -STUDENTS 

927621BCS086 

GOKULA KRISHNAN R 

HARI HARAN S 

HARISHM 

HARISHR 

JAYAPRASATH K 

JEGAN VC 

KAPIL M 

KAVIN P 

BHUVANESHWARAN M 

MARK ELFRIC J 

Name 

MARUTHANAYAGAM S 

MOHANRAJ J 

MOHITH S 

NAJEER AHAMED A 

NAVEENKUMARG 

NITHIN KUMARDA 

PALPANDI R 

POOGESH R 

PRANEESHWARR 

RAGHUL R 

*The Undertaking should repeat in all page 

Signature 

RGeknla binhar. 

R"tarsh 
k-Tyorroset 

Mekt 

Bhaanaiht 
S Mty 
J. Mho 
S.HohUs 

RPI Pondi 
RP 
Paanaeh 

Page 10 
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We the students of Computer Science and Engineering department of M.Kumarasamy 

College of Engineering, Karur 639 113 do here-by undertake that we are going on Industrial Visit to 

Kochi organized on dates 14.10.2022 and 15.10.2022 departure date 13.10.2022 time 09.00 PM 

from MKCE to Kerala and arrival on date 16.10.2022 time 07.00 am at MKCE. Faculty and staff of 

MKCE will not be held responsible for any mishapleventualities during the trip. 

SLNo 

1 

2. 

3 

5. 

6 

7 

8. 

9. 

10 

11. 

12 

13 

14. 

15 

16 

17 

18 

19 

20 

Reg.No 

MKCE 

927621 BCS088 

927621BCS089 

927621BCS090 

927621 BCS091 

927621BCS095 

927621BCS096 

927621BCS097 

927621BCS099 

927621BCS105 

927621 BCS107 

927621BCS108 

927621BCS109 

92762 1 BCS110 

927621BCS120 

927621BCS121 

927621 BCS122 

927621 BCS123 

927621BCS124 

927621BCS 126 

UNDERTAKING LETTER -3TUDENTS 

22LCSO07 

RAJA S 

RAJALINGAM M 

RAJEESH K 

RAJESHP 

RITHISH KUMAR J 

SAI PRASANTH R 

SANJAYS 

SANTHOSH S 

SOUNDHAR G 

SRI ESWAR S 

SRIHARISH V 

Name 

SUDHARSON T 

SUJITHI 

VENGADESAN MC 

VENKATRAMANI R 

S.VIGNESH 

YOGESHWARANR 

YUGESH BAALAT 

ZAFARULLAH S 

MAHENDRAN 

* The Undertaking should repeat in all page 

Signature 

M. Ray 
RageeshX. 

S-Santhes. 
Sounctha/. G 

T-dudhason 

S.V'nesh 

Page 11 
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We the students of Computer Science and Engineering department of M.Kumarasamy 

College of Engineering, Karur 639 113 do here-by undertake that we are going on Industrial Visit to 

Kochi organized on dates 14.10.2022 and 15.10.2022 departure date 13.10.2022 time 09.00 PM 

from MKCE to Kerala and arrival on date 16.10.2022 time 07.00 am at MKCE. Faculty and staff of 

MKCE will not be held responsible for any mishapleventualities during the trip. 

SI.No 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

11. 

12 

13 

14 

15 

16 

17 

18 

19 

20 

MKCE 

Reg.No 

927621BCSO02 

927621 BCS007 

927621BCS012 

927621 BCS020 

927621BCS023 

927621 BCS028 

927621BCS030 

927621BCS037 

927621 BCS041 

927621BCS042 

927621 BCS045 

927621 BCS048 

927621BCS050 

927621BCS053 

927621 BCSO56 

927621 BCSO57 

927621 BCS058 

927621 BCS059 

927621BCS060 

UNDERTAKING LETTER-STUDENTS 

927621BCS061 

AATHIKA ERFANA S 

AJITHAV 

ARUNMOZHI K 

DEVADHARSHINI A 

DHARINI B 

ELAKKIYA M 

GAYATHRI P A 

HARINIKA A 

HEENA J 

INFANT HILDA D 

JEEVITHA K 

Name 

KALAIARASI B 

KANJANAMALA R 

KARNEYA B 

KAVINAYA VP 

KAVIYAB 

KAVIYAS 

KEERTHANA G 

KIRUPAL 

KIRUTHIKA M 

Signature 

S.Aalika E 

P.AGayath 

D.Safal 
B-kalaiaesi 
Rtanmamd 

V.PKaw?noys 

Page 12 
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We the students of Computer Science and Engineering department of M.Kumarasamy 
Gollege of Engineering, Karur 639 113 do here-by undertake that we are going on Industrial Visit to 

Kochi organized on dates 14.10.2022 and 15.10.2022 departure date 13.10.2022 time 09.00 PM 

from MKOE to Kerala and arrival on date 16.10.2022 time 07.00 am at MKCE. Facuity and staff of 

MKCE will not be held responsible for any mishapleventualities during the trip. 

SI.No 

2. 

3 

4. 

5. 

6 

7 

8 

9 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

18. 

19. 

20. 

MKCE 

Reg.No 

927621BCS062 

927621BCS064 

927621 BCS065 

927621 BCS070 

927621BCS071 

927621 BCS073 

927621BCS076 

927621BCS079 

927621BCS082 

92762 1BCS083 

927621BCS084 

927621BCS087 

927621BCS092 

927621BCS094 

927621BCS098 

927621BCS100 

927621BCS101 

927621BCS102 

927621BCS104 

UNDERTAKING LETTER-STUDENTS 

927621 BCS106 

KIRUTHIKA M 

LEKYASREE K 

MADHUBALA S 

MONISHA M 

MONISHA S 

NANDHINI J 

NIVETHA SA 

POOVIKASHRI M 

PREETHA R 

PRIYA R 

PRIYANKA MM 

Name 

RAGUNA DEVI R 

RANGA SHREE S 

RITHIKA M 

SANTHIYA I 

SELVA MARIYAJ 

SHALINI KM 

SHREATHA G P 

SONALI M 

SOUNDHARYA S 

Signature 

k-lekyoeee 
SMadhwbala 

MMond 

J. an. 
SAnNet 

MPf 

ewa Mooya3 

Shhatha p. 
M. Sonali 

Page 13 
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We the students of Computer Science and Engineering department of M.Kumarasamy 

college of Engineering, Karur 639 113 do here-by undertake that we are going on Industrial Visit to 
Kochi organized on dates 14.10.2022 and 15.10.2022 departure date 13.10.2022 time 09.00 PM 

from MKCE to Kerala and arrival on date 16.10.2022 time 07.00 am at MKCE. Faculty and staff of 

MKCE will not be held responsible for any mishapleventualities during the trip. 

SI.No 

1 

2. 

3 

4. 

5. 

6. 

7 

8 

9 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

18. 

19. 

20. 

MKCE 

Reg.No 

927621BCS111 

927621BCS112 

927621 BCS113 

92762 1BCS114 

927621BCS115 

927621BCS116 

927621 BCSI17 

927621BCSI18 

927621BCS119 

927621BCS125 

927621BCS008 

UNDERTAKING LETTER- STUDENTS 

927621BCS019 

SUJITHA S 

SURUTHIKA S 

SUSHMA JEYAMARY J 

SUSHMITHA S 

SUSMITHA DP 

SWATHIS 

Name 

UMAMAHESWARI MS 

VANITHA MV 

VENEESHWARI M 

YUVASRI S 

ANGU RAKSHA S 

DEETCHANA S 

Signature 

Ssith.S 
Sus mtha D-p 

& 

M-Vona, 
M. veeeto 

S Angu Puket 

Page 14 

(vr. S.THILAGAMANI, M.E. Ph.d 
Professor & Head' 

Computer Science & Engineering 

M. Kumaras amy Cotiege Of EnGineeri 
Karur -639 113 

1042



S.NO 

1 

2 

M.KUMARASAMY COLLEGE OF ENGINEERING 
NAAC Acredited Autonomous Instittion Approved try AKTEA AMited to ANna UNverity ISO 90012015 & ISO 14001-201s Certiled nstltutinn 

Thalavapalayam, Karur -639 113. 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 
IYEAR/ II SEMESTER -BOYs(BATCH:2021 - 2025) 

INDUSTRIAL VISIT ESTIMATION 

Place: Kerala 

Travelling Expenses 

Hotel Room Rent 

Wonderala 

IV Coordinator 

PARTICULARS 

Per Sthdent Rs.2700/ 

Date : 14.10.2022-15. 10.2022 

Total No of Boys: 60 

Dr. S.THILAGAMANI, M.E.,Ph.d. 
Professor & Head 

Computer Science & Engineering 
M. Kumarasamy College Of Engineering 

Karur -639 113 

Total 

AMOUNT 

60,000 

25,500 

76,500 

162,000 

r PRÍNÈIPAL03 o) 

PRINCIPAL, 
M. Kumarasamy College of Engineering, 

THALAVAPALAYAM, 
KARUR 639 113 
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DATE 

M.KUMARASAMY COLLEGE OF ENGINEERING 
NAAC Acredited Autonomous lnstitution Approved by AICTEA AMated to Anna Unversity ISO 9001 2015 & ISo 14001-2O15 Certiled tnsttuton 

Thalavapalayam, Karur -639 113. 

Place : Kerala 

13.10.2022 

14.10.2022 

16.10.2022 

15.10.2022 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 
I YEAR/ III SEMESTER BOYS(BATCH:2021 - 2025) 

INDUSTRIAL VISIT SCHEDULE 

IV Coordinator 

PLACE 

Departure from College to Kochi) 
Reach to Kochi 

Refreshment (Kochi) 
Break Fast 

Travel To Wonderala 

Wonderala 

Dinner 

Stay @ Hotel 
Refreshment (Kochi) 

Break Fast 

Company Visit (Two Companies) 
Lulu Mall 

Lunch 

Hill Palace Museum 
Travel to VYPIN Beach 

VYPIN Beach 
Travel to Marine Drive 

Marine Drive 

Dinner 
Arrival to College 

HOD 

Dr. S.THILAGAMANI, M.E.,Ph.d. 
Professor & Head 

Computer Science & Engineering 
M. Kumarasamy Colege Of Engineering 

Karur - 639 113 

Date : 14.10.2022 - 15.10.2022 

Total No of Boys: 60 

TIME 

9:00 PM 

6:00 AM 

6:00 AM-7:30 AM 
7:30 AM -8:30 AM 

8.30AM - 10.00AM 

10.00AM - 6.30PM 

7.30 PM - 8.30 PM 
9.00 PM 

06.30 AM -08.30 AM 
8.30 AM -9.30 AM 

09:30 AM - 11:00 AM 

11:00 AM to 12:30 PM 
12.30 PM - 1.30 PM 

1.30 PM -2.30 PM 
2.30 PM- 4.30 PM 

4.30 PM -5.30 PM 
5.30 PM - 6.30 PM 
6.30 PM-7.30 PM 
7.30 PM -8.30 PM 

07.00 AM 

TPINCIPA,3n 

PRINCIPAL, M. Kumarasamy College of Engineering, THALAVAPALAYAM, KARUR - 639 113 
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batch 

G
 

C
S
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Reg 
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C
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of 

SARVANAN 
HPE 

S. RANGA 

1, M
r./M

rs. Keala 

to
 

20 

perm
it 

my 
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to 
go 
for 

Industrial 

visit 
to

 during 
the 

period 
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Days). 
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I request 
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take 
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above 
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T
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I assure 

that 

D
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Signature 
of Parent/G
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A
ddress: 
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A

rA
LRD

Y
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NR 
M

G
SC

H
O

O
L 

(O
P 

THATONIOBAT 

KARUB 

Mr./Ms. 
V

 
my 

son/daughter 

w
ould 

abide 
by 
the 

rules 

and 
I'm
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are 

that 

I'm
 

solely 

responsible 

and undertake 
for 

any 

untow
ard 
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happening 

accidentally 

and 

the 

M
anagem

ent 
is 
no way 

responsible 

for 
the 

sam
e. 
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I, Mr/Mrs 4yapao 
Mr./Ms. dartiya f. 

Date: 12lde2 

UNDERTAKING 

Reg No. 427621BSOAL of cSE 
(20 2) to 2025) permit my son/daughter to go for Industrial visit tooala 
during the period of 12./o/ 22to 1s/in/22(2 Days). 

Address: 33, A, ÞONNI NAGOR, 

father/mother/guardian of 

Irequest you to take my son/daughter to the above said Industrial Tour/Visit. I assure that 
my son/daughter would abide by the rules and I'm aware that I'm solely responsible and 
undertake for any untoward incident happening accidentally and the Management is no 

way responsible for the same. 

P KADAMBAN kURCHl, 
KARUR 

batch 

Signature of Parent/Guardian 
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S.No 

1 

2 

Dept. 

CSE 

CSE 

M.KUMARASAMY 
COLLEGE OF ENGINEERINGI 
NAAC Arrediled Autnuus lnstitutic 
Apprivd by ANTE k Ahluled tp Ay linhty 

Thalavapplavan. Karur - 639 1)3. 

Boys/ Year Student 
Girls /Sem Strength 

BOYS 

GIRLS 

II /V 

III/V 44 

IV COORDINATOR 

Name of the Staf 

Members 
accompanying 

Dr.D.Pradeep AP/CSE 
Mr.R.Vasanth 

AP/CSE 

Dr.P.Santhi ASP/CSE 

Mrs.S.Santhiya 
AP/CSE 

bÉPARTMENTOF COMPUTER SCIENCE AND ENGINEERING 
ACADEMIC YEAR :2022 - 2023 (0DD SEMESTER) 

Anyone staff Name & Place of 
Phone Number Visit 

Dr.D.Pradeep & 
9841707467 

Mrs.S.Santhiya 
&8610182993 

II YEAR/V SEM (BATCH:2020 - 2024) 

MH Serthid odtice 

Kerala 

Kerala 

INDUSTRIAL VISIT 

Date & 
Time of 
Leaving 

Date & 

Time of 

Arrival 

15.09.22&18,09,22& 
09:00PM 05:00AM 

15,09.22&18.09.22& 
09:00PM 05:00AM 

Company Address & Place 

Nestsoft Info Park TBC Kaloor, 
Kochi, Kerala - 682016 

Congniz infotech First Floor 
Teejay Estate, Eranakulam, 

Kerala - 682025 

Nestsoft Info Park TBC Kaloor. 
Kochi, Keala - 682016 

Congniz infotech First Floor 
Teejay Estate, Eranakulam, 

Kerala - 682025 

Dr. S.THILAGAMANI, M.E.�,Ph.d. 
Professor & Head 

Computer Science & Engineering 
M. Kumarasamy College Of Engineering 

Karur 639 113 

TOTAL STUDENTS:100 

Accomodation Date & Address 

16.09.2022 & 

Riyan Suites Thamananarn Post 
Thamanam West Kochi 

Kerala - 682032 

16.09.2022 & 

Vagamon Turist Home Opposite 
State Bank of India, Vagamon, 

Kerala - 685503 

No. of 
Buses 

1 

Travels Name & Bus 
Number 

AWESOME & 

TN 81A8787 

ANAND& 
TN 42 AZ 1239 

PRINCIPAL 
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S.NO 

7 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

M.KUMARASAMY 
COLLEGE OF ENGINEERING 
NAAC Accredited Autonomous tnstitution 
Approved by ANCTE & AfRliated to Anna University 
ISO 9001:2015 & ISO t4001-2015 Certihed tnstttion 

Thalavapalayam, Karur - 639 113. 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 
III YEAR BOYS (BATCH 2020-2024) 

NAME LIST 

REGISTER NUMBER 

20BCS4001 

20BCS4002 

20BCS4003 

20BCS4004 

20BCS4006 

20BCS4008 

20BCS4010 

20BCS4011 

20BCS4017 

20BCS4021 

20BCS4022 

20BCS4023 

20BCS4024 

20BCS4025 

20BCS4028 

20BCS4032 

20BCS4035 

20BCS4037 

20BCS4038 

20BCS4039 

20BCS4044 

20BCS4045 

20BCS4046 

|ABISHECK S 

NAME 

ABISHEK R 

|AJAY VISHWA R 

|ALEXANDER E 

|ARUNASS N V 

|ARUNKUMAR K 

ASHOK KUMAR C 

JASWIN KUMARR 

DHANUSH J 

DINESHP 

DINESHWARANS 

GOKULRAJ V 

GOWTHAM DHARMA E 

GOWTHAMAN N 

HARISH S 

HEMANDH MS 

KARTHICK R 

|KARTHIKEYANVV 

KATHIRESH P 

KAVINKUMAR VN 
KIRITHICK KANNAN S 

KISHORE P 

KUMARAN B 

SIGNATURE 

|V.Gi 

shorep 
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S.NO 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

REGISTER NUMBER 

20BCS4047 

20BCS4051 

20BCS4052 

20BCS4054 

20BCS4301 

20BCS4302 

20BCS4303 

20BCS4305 

20BCS4058 

20BCS4062 

20BCS4064 

20BCS4065 

20BCS4068 

20BCS4069 

20BCS4071 

20BCS4072 

20BCS4074 

20BCS4075 

20BCS4077 

20BCS4079 

20BCS4081 

20BCS4082 

20BCS4083 

20BCS4084 

20BCS4090 

20BCS4091 

20BCS4093 

20BCS4096 

KUMARAVELAVAN J 

NAME 

LOGASAMRAJ S 

LOGESHWARAN S 

MADHAVAN V 

AJITH A 

ASHIKH BABU K 

HARIHARAN G 

MOHAMED NOWFALS 

MANOJB 

MOHAN KUMARS 

MOUNISHKUMAR P 

NAGULJG 

NAVEEN M 

NITHISH KUMAR S 

PRADEEPKUMARR 

PRAVIN M 

RAJASHIVA A 

RAMANIKANTHM 

|RHYTHUM KRISHNHA S 

SANJAY KUMARS 

|SANJAYP 

SANTHOSH N 

SANTHOSH P 

SHARANRAJ K 

SUDHARSAN K 

SUDHARSHAN R 

SUTHARSAN V 

THIRUKUMARAN K 

SIGNATURE 

.Noual 

S.rhh. 

A 

A -Raye 
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S.NO 

52 

54 

55 

S6 

REGISTER NUMBER 

20BCS4098 

20BCS4102 

20BCS4103 

20BCS4105 

20BCS4106 

NAME 

|THULASIMANI VV 

VASANTH A 

VELMURUGAN K 

VIMALRAJ MN 

VISHWAGP 

VCLASS ADVISOR SSArSHY9 4PCIEJ 

DoPraeep 

SIGNATURE 

y.rhuloima 

HOB-CSE 

Dr. S.THILAGAMANI, M.E.,Ph.d: 
Professor & Head 

Computer Science & Engineering 

M. Kumarasamy College Of Engineering 
Karur -639 113 
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S.NO 

2 

3 

4 

7 

8 

9 

10 

11 

12 

13 

|4 

16 

17 

18 

19 

20 

21 

22 

M.KUMARASAMY COLLEGE OF ENGINEERING 
NAAC Acredited Autonomous Instituion 

Approved by AI( TE& ARistd to Anna Unversty 
is0 9001 2015 & ISO 14001 201s Cetihed lntltuti 

Thalavapalayam, Karur- 639 13. 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 
III YEAR GIRLS (BATCH:2020 - 2024) 

REGISTER NUMBER 

20BCS4014 

20BCS4016 

20BCS4019 

20BCS4020 

20BCS4026 

20BCS4027 

20BCS4029 

20BCS4030 

20BCS4031 

20BCS4033 

20BCS4034 

20BCS4036 

20BCS4040 

20BCS4041 

20BCS4042 

20BCS4043 

20BCS4048 

20BCS4049 

20BCS4050 

20BCS4053 

20BCS4056 

GIRLS NAME LIST 

20BCS4057 

NAME 

BHAVADHARANI M 

DEVASENA T 

DHARANI S 

DHARSHINI R 

HARANIS 

HARIIVARTHINIR 
HARISHMA R 

HARITHA J 

HEMA R 

JANANIM 

|JAYASHREE S 

KARTHIKA RS 

KAVITHRA T 

KAVIYA M 

KAYALVIZHI D 

KEERTHANA K 

|LAKSHEDHA P 

|LATHIKA R 

LAVANYA R 

|LOGESWARI S 

MADHUMITHA U 

MANJUS 

SIGNATURE 

8.4 

Rst 

aiyn 

MaNj 
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S.NO 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

43 

44 

REGISTER NUMBER 

20BCS4059 

20BCS4060 

20BCS4063 

20BCS4068 

20BCS4070 

20BCS4076 

20BCS4078 

20BCS4085 

20BCS4086 

20BCS4087 

20BCS4089 

20BCS4092 

20BCS4094 

20BCS4095 

20BCS4097 

20BCS4099 

20BCS4100 

20BCS4101 

20BCS4104 

20BCS4107 

20BCS4304 

20BCS4306 

ADVISOR 

NAME 

MEYKEERTHI S 

MIDHUNA 

MOUNIKA V 

NAVEENA M 

NITHYAN 

RAMYAK 

RUBIKAV 

SHARMI K 

SHIVANI S 

SHOFIYA A 

SRINITHB 

SUPREETHA B 

SUWATHIKA K 

SWETHA M 

THRISHMA BA 

UVADIHARANEE B 

|VAISHNAVI S 

VARSHA V 

VIDHULAA A VS 

YOGI N 

JAYA PRIYA S 

RAGAVI M 

SIGNATURE 

NN 

M.t 

Vaithnay 
Vangha.y 

HOD- CSE 
Dr S.THILAGAMANI, M.E.,Ph.d. 

Professor & Head 
Computer Science & Engineering M. Kumarasamy College Of Engineering Karur. 630 113 
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3 

6 

Kindly read the Guidelines before fill the form 

7 

9 

10 

Type of Visit 

INDUSTRIAL VISIT / CULTURAL VISIT / FIELD TRIP /SPORTS MEET APPROVAL FORM 

Date & Time of Departure 

Date & Time of Arrival 

Mode of Travel 

M.KUMARASAMY COLLEGE OF ENGINEERING 

Department 
CSE 

Address & Phone Nos. (for 
contact) 

Copy of Approval letter from 
Industry 

Accompanying Faculty Details 
and Undertaking Letter 

List of Students Male/Female 

Accommodation Details with 
Confirmation letter 

Undertaking Letter From 
Students 

11 Approval from HoD 

12 Approval from Principal 

Mode of 
Travel 

MKCE 

Approval after checking (Check List) 

Approval -
Industry 

Faculty 
Delails 

(Autonomous) 
Karur- 639 113. 

Students 
Details 

Name of the Applicant 
Mr.V.Mani 

Industrial Visit 

15-09-2022 & 09:00PM 

18-09-2018 & 05:00AM 

Mr.V.Mani & 9677862406 

Note: The Form should be submitted two weeks prior to the departure 

Train/Bus//Other Mode -Specify (Enclose details in Annexure 1) 

Yes/No (Enclose details in Annexure 2) 

Yes/No (Enclose details in Annexure 3) 

: Yes/No (Enclose details in Annexure 4) 

Yes/No (Enclose details in Annexure 5) 

Yes/No (Enclose details in Annexure 6) 

Undertaking 

Date 
14.09.2022 

(Sign with Seal) 

Sludents 

(Sign with Seal) 

Undertaking 
Faculty 

Dr. S.THILAGAMANI, M.E, Ph.d. 
Professor & Head' 

Computer Science & Engineering 

M. Kumarasamy College Of Engineering 
Karur-639 113 

PRINCIPAL, 
M.Kumarasamy College of Engineering, 

THALAVAPALAYAM, 
KARUR - 639 113 

-Acommodation 

Page 
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Mode of Travel 

SI.No 

4 

2. 

3 

Details 

MKCE 

From MKCE to Bus Stop/Railway 
Station/Airport 

From Railways Station to Travel 
Destination 

Destination place to Industry Area 
and Back 

Return Journey Details 

Mode of Travel 

MKCE Bus/Other 
Mode Specifty 

Train (Attach copy of 
Train Ticket etc) 

*If Travel by outside MKCE bus, FC copy of the buS should be attached 

Dr. S.THILAGAMANI, M.E.,Ph.d. 
Professor & Head' 

Computer Science & 
Engineering 

M. 
Kumarasamy College Of 

Engineering 
Karur-639 113 

Travel Details * 
with Phone number 
of Agent and Drlver 
Phone Number 
1. Gopi 9345214814 

2.Sabari -
9789655176 

Annexure 1 

Responsible Person 
Handling 

V. Mani AP/CSE 
9677862406 

Page 2 
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Permission for Company Visit from 16.09.2022 to 17.09.2022 - Reg 
Mani V <maniv.cse@mkce.ac.in> 
To: "nestsoft.join@gmail.com" <nestsoft.join@gmail.com> 

Cc: HODCSE MKCE <hodcse@mkce.ac.in> 
Respected Sir/Madam 

On behalf of M.Kumarasamy College of Engineering from Department of Computer Science and Engineering 
(CSE).to seek permission for visit at your company from 16.09.2022 to 17.09.2022. 

Kindly permit us to visit your company to enhance our learning opportunities. 
We are expecting your reply in this regard for further communication. Kindly do the needful as soon as possible. 

Our Third Year Computer Science and Engineering students would like to visit your company wíth group of 56 Boys 
with 2 Faculties on 16.09.2022 and a group of 44 Girls with 3 Faculties on 17.09.2022 to learn about the various 
activities carried in your company from 16.09.2022 to 17.09.2022. 

Regards, 
V.MANI M.E.(Ph.D) 
Assistant Professor/CSE, 
M.Kumarasamy College of Engineering(Autonomous), 
Karur-639 113. 
Ph.No. 9677862406 

Mani V <maniv.cse@mkce.ac.in> 

Whatsapp :9677862406 

Dr. S.THILAGAMANI, M.E.,Ph.d. 
Professor & Head 

Tue, Sep 13, 2022 at 2:43 PM 

Computer Science & 
Engineering 

M. 
Kumarasamy College Of 

Engineering 

Karur -639 113 
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Permission for Company Visit from 16.09.2022 to 17.09.2022 -Reg 
Nestsoft <nestsoft.join@gmail.com> 
To: Mani V <maniv.cse@mkce.ac.in> 

As you requested for Industrial visit. We grant you permission for your industrial visit. 

Regards, 
Jilo jose 
Manager 

https://www.nestsoft.com/ 
Infopark TBC, Kaloor, Kochi., Kerala 682016 
JQuoted text hidden) 

Dr 
S.THILAGAMANI, M.E., Ph.d. 

Professor & Head 

Mani V <maniv.cse@mkce.ac.in> 

Computer Science & Engineering 

M. Kumarasamy College Of Engineering 
Karur -639 113 

Tue, Sep 13, 2022 at 3:17 PM 
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Permission for Company Visit from 16.09.2022 to 17.09.2022 - Reg 
Mani V <maniv.cse@mkce.ac.in> 
To: "cogniztechnologies@gmail.com" <cogniztechnologies@gmail.com> 
Cc: HODCSE MKCE <hodcse@mkce.ac.in> 

Respected Sir/Madam 
On behalf of M.Kumarasamy College of Engineering from Department of Computer Science and 

Engineering (CSE).to seek permission for visit at your company from 16.09.2022 to 17.09,2022. 

We are expecting your reply in this regard for further communication. 

Our Third Year Computer Science and Engineering students would like to visit your company with 
group of S6 Boys with 2 Faculties on 16.09.2022 and a group of 44 Girls with 3 Faculties on 17.09.2022 
to leam about the various activities carried in your company from 16.09.2022 to 17.09.2022. 

Kindly permit us to visit your company to enhance our learning opportunities. 

Kindly do the needful as soon as possible. 
Regards, 

V.MANI M.E., (Ph.D) 
Assistant Professor/CSE, 
M.Kumarasamy College of Engineering(Autonomous), 
Karur-639 113. 
Ph.No. 9677862406 

Mani V <maniv.cse@mkce.ac.in> 

Whatsapp :9677862406 

Dr. S.THILAGAMANI, M.E.,Ph.d. 
Professor & Head' 

Tue, Sep 13, 2022 at 2:47 PM 

Computer Science & Engineering 

M. Kumarasamy College Of Engineering 
Karur- 639 113 

1060



Permission for Company Visit from 16.09.2022 to 17.09.2022 - Reg 
Cogniz info tech <cogniztechnologies@gmail.com> To: Mani V <maniv.cse@mkce.ac.in> Cc: HODCSE MKCE <hodcse@mkce.ac. in> 

Approved. 
(Quoted text hidden) 

Dr. S.THILAGAMANI, M.E.,Ph.d. 
Professor & Head 

Mani V <maniv.cse@mkce.ac.in> 

Computer Science & Engineering 
M. Kumarasamy College Of Engineering 

Karur -639 113 

Tue, Sep 13, 2022 at 3:24 PM 
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Accompanying Faculty 

SI.No 

1 

2 

3 

4 

SI.No 

1 

Name of the Facultyl 
Designation 

4 

Dr.D.Pradeep AP/CSE 

MKCE 

Mr.R.Vasanth AP/CSE 

Dr.P.Santhi ASP/CSE 

Mrs.S.Santhiya AP/CSE 

Male/Female 

Name 

DDhadeep 2. MT. R.Yasant 

3. 
Ds P Santhi 

ss.CANHA 

Male 

Male 

Female 

Female 

Contact Mobile Number and 

Email 

9841707467 & 
Pradeepd.cse@mkce.ac.in 

7708677806 & 
vasanthr.cse@mkce.ac.in 

8610227735 & 
santhip.cse@mkce.ac.in 

santhiyas.cse@mkce.ac.in 

UNDERTAKING LETTER- FACULTY 

Designation/ Dept. 

AP-esE 

8610182993 

AP -cSE 

& 

RrofessoY- CSE 
AP CSE 

We here-by undertake that the Industrial Visit/Cultural Visit Field Trip is purely academic related 

and at any case We shall undertake full responsibility of the student's actions and behavior at all 

times during the course of Industrial VisitCultural Visit/ Field Trip/ Sports meet. We further 

undertake not to breach the safety guidelines of MKCE at any cost. 

Alternate 

Annexure 3 

Contact In case 
of Emergency 
Arunass NV & 
9751585762 

Mounish 
Kumar P & 

7339263933 
LathikaR& 
8838339807 

Ramya K& 
9159374564 

Signature 

Dr. S.THILAGAMANI, M.E.,Ph.a. 
Professor & Head 

Computer Science & Engineering 

M. Kumarasamy College Of Engineering 
Karur-639 113 
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Accommodation 

SI.No 

1 

2 

Name of Hotel/Guest House 

MKCE 

Hotel Riyan Suites Cochin 

Hotel Vagamon Tourist Home 

* Attach the accommodation booking copy 

Address and Phone 
Numbers 
4844010403 

9745549460 

Responsible Person 
Handling 
Gopi 

Sabari 

Remarks 

Dr. S.THILAGAMANI, M.E.,Ph.d. 
Professor& Head' 

Annexure 5 

Computer Science & Engineering 

M. Kumarasamy College Of Engineering 
Karur-639 113 

Page & 
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We the students of Computer Science and Engineering department of M.Kumarasamy 

College of Engineering, Karur 639 113 do here-by undertake that we are going on Industrial Visit to 

COchin organized on dates 16.09.2022 and 17.09.2022 departure date 15.09.2022 time 09.00 PM 

from MKCE to Kerala and arrival on date 18,09.2022 time 05.00 am at MKCE. Faculty and staff of 

MKCE will not be held responsible for any mishap/eventualities during the trip. 

SI.No 

1 

2 

3. 

4. 

5 

6 

7. 

8. 

9. 

10 

11. 

12 

13 

14. 

15. 

16. 

17 

18. 

19. 

20. 

Reg.No 

MKCE 

20BCS 
20BcS 4093 

20B<S 401 

20BCS 4Q14 

20BCS4084 

208Cs�O4G 

20RLS4O62 
20BCS4K) 

2OBCSqOR 

23csIOb 

208CS4OS 

20BCs4041 

208cs4083 

208 <S4Ob� 

20BCS oli 

20BCS4O90 

208CS 4064 

208CS401 

UNDERTAKING LETTER -STUDENTS 

20B<s�OYR 

The Undertaking should repeat in all page 

Name 

SANTHtOSH 

SOTHARS tAN V 

CANJAY 6UNAR 

SHARAN RAT K 

THHRO KUNARAN 

NOtAN KUNAR S 

SANSAY 

RASAS HVA .A 

ANOT B 

VINALLAT NN 

OOtARSHAN_e 

SANt AOSH 

THSH RUNAR S 

SUDH ARCHAN K 
NOUNISH kU NAR P 

RVTHO KRIHNA S 

THCLASMA v 

A 

Signature 
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We the students of Computer Science and Engineering department of M.Kumarasamy 
College of Engineering, Karur 639 113 do here-by undertake that we are going on Industrial Visit to 

Cochin organized on dates 16.09.2022 and 17.09.2022 departure date 15.09.2022 time 09.00 PM 

from MKCE to Kerala and arrival on date 18.09.2022 time 05.00 am at MKCE. Faculty and staf of 

MKCE will not be held responsible for any mishapleventualities during the trip. 

SL.No 

1 

2 

3. 

4 

5 

6 

7 

8 

9 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

18. 

19 

20. 

Reg.No 

MKCE 

à0BCSH031 

AOBCSHOtS 
OBCSHO08 

20 2sO38 
20 BCS 
202S 035 
2o RSAo 52 

20BLs4olpb 

20BLSy3ol 

2oBs4a44 
203c3A1 

90ßcS4302 
20RS4DoA 

208StO98 

UNDERTAKING LETTER- STUDENTS 

2oBcs 4022 

Name 

katuikey an:v 

khoe P 

The Undertaking should repeat in all page 

Asuntumas 

Koteinesh.P 

Kothic 

Jyehusan 
Afith.4 

Madaen 

Ashik h Babu k 
ALE XANDEP 
GokuLeAT V 

20 BCsqo4T Knaauelavah 

E 

Dneshran.S 

Signature 

me 
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We the students of Computer Science and Engineering department of M.Kumarasamy 

Colege of Engineering, Karur 639 113 do here-by undertake that we are going on Industrial Visi: to 

Cochin organized on dates 16.09.2022 and 17.09.2022 departure date 15.09.2022 time 09.00 PM 

from MKCE to Kerala and arrival on date 18.09.2022 time 05.00 am at MKCE. Faculty and staff of 

MKCE will not be held responsible for any mishapleventualities during the trip. 

SI.No 

2 

3 

5 

6. 

7 

8 

9 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

18. 

19. 

20. 

Reg.No 

MKCE 

20KS4to2 
208Cs4{03 

208CS4OG1 

208Cs4066 

20BcStO12 

2oßSAD 28 

2 RC(492E 

20 BC Shoio 

2oB03 

20BcS4054 
20BCS400b 

UNDERTAKING LETTER - STUDENTS 

20 BcS002 

Name 

* The Undertaking should repeat in all page 

VASANtet A 

VELNORVQAN k 

NAVEENM 

NAGVIa 

PRAVIN 

Ashok r C 

G. 90ütaen 

Vo.Javinkunal 

R.obissck 

Signature 

k-elmngen 
. 

(. tasHalon 
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SI.No 

We the students of Computer Science and Engineering department of M.Kumarasamy 

College of Engineering, Karur 639 113 do here-by undertake that we are going on Industrial VisIt lo 

Cochin organized on dates 16.09.2022 and 17.09.2022 departure date 15.09.2022 time 09.00 PM 

from MKCE to Kerala and arrival on date 18.09.2022 time 05.00 am at MKCE. Faculty and staff of 

MKCE will not be held responsible for any mishapleventualities during the trip. 

1. 

lei 2 

3 

4 

5 

7 

8 

9 

6 20BCS4D36 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

18. 

19. 

20. 

Reg.No 

QDBeS �OA 

MKCE 

QOBS�0ab 
aOBCSDaT 

QOBCS�o30 
QOBcS�olb 
QOBCSSAOAO 

Aopcshos 3 
20BCSHO144 

20BSYO4) 

Q0BCSHOfO 

2OB(3Ho3 

20Bs 4D34 

Annexure 6 

UNDERTAKING LETTER- STUDENTS 

Name 

HÐRISHMA R 

H ARANT S 

HARA NT S 
HARTIVART HDNT R 

kARTHIKA.RS 

HARITHAT 

*The Undertaking should repeat in all page 

DEVASE NAT 
KAVITHeA T 

HENA R 
Lob1ESWART.S 

. BHAVADHARÐNI 

M. kAVIYA 

LAVANYA R 

DHIRSHINI R 

KEERTHANAk 
SANANI 

ASH EDHAP 

Signature 

Hai 

Rs. GhtA 

T Deresene 

koviye 
R. kauut 

Mfanani. 
lats hedlaD 
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We the students of Computer Science and Engineering department of M.Kumarasamy 

College of Engineering. Karur 639 113 do here-by undertake that we are going on Industrial Visit to 

Cochin organized on dates 16.09.2022 and 17.09.2022 departure date 15.09.2022 time 09.00 PM 

from MKCE to Kerala and arrival on date 18.09.2022 time 05.00 am at MKCE. Faculty and staff of 

MKCE will not be held responsible for any mishap/eventualities during the trip. 

SI.No 

1 

2 

3 

4 

5. 

6 

7. 

8 

9 

10 

11. 

13 

14. 

15 

16. 

17 

20RcS�0 13 
12. 20Bcs4086 

18 

19 

20 

Reg.No 

DOBSo6 
DOBCS4092 

MKCE 

20 BC8 4CAA 
20BcS 40fo 

20 BCS4o95 
2OßeSho4t 

20BSos9 
20 BeS�o81 

20BCS4\OA 
20BCS401 
20B(s401 
2oges4056 

QBe4304 
2oBcs43o6 

OBcs Ho 

UNDERTAKING LETTER-STUDENTS 

0BCSA989 

B. Sipsectha 

Name 

R Suuyathika 
N.Nthys 
M.Swetha 

BA.TRISHMA 
VAtSHNAV)S 

MEYKEERTH)g 

SHOF A 
MANTU.S 

RUBiKA 
SHVA NI. 

*The Undertaking should repeat in all page 

VIDHULAA A-VS 

VARSHA.V 
Maduitha 

8.JAYAPRIYA 

Shammi K 

Signature 

&up B 

M Suetha. 

BA.Je 
&Vathny 
SM ekeRX 

Nakaad 
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We the students of Computer Science and Engineering department of M.Kumarasamy 

College of Engineering, Karur 639 113 do here-by undertake that we are going on Industrial Visit to 

Cochin organized on dates 16.09.2022 and 17.09.2022 departure date 15.09.2022 time 09.00 PM 

from MKCE to Kerala and arrival on date 18.09.2022 time 05.00 am at MKCE. Faculty and staff of 

MKCE will not be held responsible for any mishapleventualities during the trip. 

SI.No 

1. 

2 

3 

4 

5 

6 

7 

8 

9 

10. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

18. 

19. 

20. 

Reg.No 

MKCE 

2oBCS4o 68 
0Bes4049 

UNDERTAKING LETTER- STUDENTS 

20BUA;e b0 

* The Undertaking should repeat in all page 

Name 

Navona.M 

Signature 

tia 

Dr. S.THILAGAMANI, M.E.Ph.d. 

Professor & Head 

Gomputer 
Science & 

Engineering 

M. 
Kumarasamy 

College Of 
Engineering 

Karur - 639 143 

Page 11 
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MKCE 

GUIDELINES TO GET FINAL APPROVAL FOR INDUSTRIAL VISITI 

cULTURAL VISIT/ SPORTS MEETS/ FIELD TRIP 

The Dean approving the Industrial VisitField Trip etc., shall ensure and endorse that the faculty members 
attached to the tour submit an undertaking stating that the tour is arranged only for Industrial Visitl Field Trip 
connected to academics, and students will not be taken or allowed to mountain areas, rivers, canals, 
beaches, water parks, reservoirs, forest areas etc.,, and, they are personally liable and answerable for any 
such untoward incident taking place during the tour. 

Places with potential hazards, sUch as political unrest, negligent security, disease outbreaks, threats of 
earthquake or frequent occurrence of Cyclone and flood, should be avoided. 

If the mode of transport is by bus, overnight travel is strictly not permitted. Any travel requiring more than 24 
hours should not be by road (Preferable mode of Transport is Train). 

Faculty/staff arranged students' un-official tours shall be treated as violation of MKCE Rules and the individuals 
organizing or aranging to organize such tours shall be subjected to appropriate disciplinary action. 
The capability of the participants to take part meaningfully in the activity must be taken into consideration 
when deciding the destination, itinerary and duration of the tour. 

The detailed tour schedule shall be submitted well in advance mentioning the date, time and place of departure 
and arrival, mode of travel (Bus/TrainlAir/Ship/Other Modes), outstation accommodation arrangement details, 
list of important telephone numbers and addresses of the locations where the team is visiting including the 
phone-fax numbers of the hotel and local transport details. 

If Travel by outside bus, FC copy of the bus should be produced wth request form. 

Each study tour should maintain student faculty ratio of 40: 1. 

Lady faculty member should accompany girl students (It is applicable even if only one girl student is 
going for a trip) 

The Accompanying faculties should submit the undertaking letter 

All students should get approval from their Counselor/Class Advisor and parents. 

The faculty members accompanying the group may be mix of multiple languages talented in order to manage 
tour affairs confidently and successfully. 

Faculty should authorize the complete schedule 

Club coordinator should accompany in case of representing any club 

List of students - with details (Male / female) to be submitted. 

At least one faculty member (either male or female) of the group needs to be fully acquainted with the touring 
stations so that they can guide and instruct students in an appropriate way accordingly to see that the students 
are not getting into any unforeseen incident or accident. Information relevant to the itinerary, such as the 
addresses and telephone numbers of the lodging places, location of the local police stations, hospitals, 
clinics or first-aid units as well as the emergency call numbers en route, should be collected. Such 
information should be given to the parents and the responsible person in the school before the trip for 
emergency needs. 

It is preferable to arrange two students (of same gender) or more to live in a room when allocating 
accommodation. This will facilitate provision of support to fellow members. Once the arrangement for 
accommodation is finalized, no student should be allowed to make any change without a proper reason so as 
to avoid causing confusion. 

No student shall be compelled to participate or to contribute money for any kind of tour just for the sake of fund 
management during the tour. In case of any such compulsion, the student(s) can repot to the Faculty Incharge. 

Page 12 
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MKCE 

The parents/guardians of the students (those who are participate in the tour) may be asked to submit an 
undertaking (by mail or fax or hard copy) stating that the parent is permiíting their ward to participate in the tour 
with their knowledge and at their own risk. Students if they are hostellers, they should get special leave approval 
from their respective Hostel authorities. 

Exit and Entry should be at MKCE (Faculty and Students joining the group from their hometowns and leaving 
to their hometowns after the tour is not permitted under any circumstances ) 

Before leaving for Industrial Visit/ Sports Meet / Field Trip / Cultural trip etc., concerned faculty organizer shall 
arrange to procure adequate and proper FIRST AID KIT if necessary. The faculty members shall accompany 
the students throughout the tour/trip and shall stay along with the students. 

No faculty member atached to the tour shall alternate or replace other faculty/staff member on his/her behalf 
without prior proper approval of the HoD/Dean. 

It is advisable that at least one of the faculty or participants should know first aid and use of Fire extinguishers. 

Students should be reminded of the need to follow the Faculty instructions and observe all the safety 
regulations throughout the trip. 

Ater checking in a local hotel, the students should first find out where the "fire escape' is. They should 
also acquaint themselves with the exit direction, the escape route and the place of assembly in case of 
emergency. 
Faculty accompanying should pay attention to the weather forecasts and news broadcasts of the place of 

visit. If there is any change in weather or other conditions, a contingency plan should be worked out as 
SOon as possible. 

The faculty should have full knowledge of the health condition of each participant in order to determine 
whether specific participant(s) should not be allowed to take part in the activities of the day. He/she should 
take timely and appropriate action having regard to the circumstances of individual cases. 

The faculty should also arrange for any sick member to see the doctor immediately and to take effective 
preventive measures according to the doctor's advice. If necessary, the faculty should inform the parents 
and the department regarding the students' health conditions as soon as possible. 

The faculty should bring along with him/her the necessary safety equipment for the tour, for example, a first 
aid box, communications equipment (mobile phones), torches, medicines, etc. 

The faculty should monitor the speed of the vehicle (bus) in which they are traveling to ensure it is within 
safety limits. He/she should remind the driver or the reception personnel of the importance of road safety 
when necessary. 

After returning from the tour, the concerned faculty team shall submit a BRIEF ARRIVAL REPORT to the 
HoD/Dean. 

Students attending the IV should submit an observation report. 
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M.KUMARASAMY 
COLLEGE OF ENGINEERING 

NAAC Aceredited Autonomous Institution 
Approved by AICT & AMlated to Anna Unversity 
ISO 9001:2015 & IS0 14001:2015 Certihed tnsttutlen 

Thalavapalayam, Karur - 639 13. 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 

III YEAR GIRLS (BATCH:2020- 2024) 
INDUSTRIAL VISIT ESTIMATION 

Place : Kerala 

S.NO 

2 

3 

Travelling Expenses 

Hotel Room Rent 

Food 

PARTICULARS 

Entry 

IV Coordinator 

Date : 16.09.2022- 17.09.2022 
Total No of Girls: 44 

Per Student Rs.32000/ 

HOD 

Total 

Dr. S.THILAGAMANI, M.E.,Ph.d. 
Professor & Head' 

Computer Science & Engineering 
M. Kumarasamy College Of Engineering 

Karur -639 113 

AMOUNT 

85,000 

26,600 

20,000 

9,200 

140,800 

PRINCIPAL 

PRINCIPAL, 
M.Kumarasamy College of Engineering. 

THALAVAPALAYAM, 
KARUR-639 113. 
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M.KUMARASAMY 

DATE 

COLLEGE OF ENGINEERING 
NAAC ACCredited Autonomous Institution 

Approved by AICTE & AMliated to Anna Universty 
IsO 90012015 & 150 140012015 Certhed Incthutlon 
Thalavapalayam, Karur - 639 113. 

Place : Kerala 

15.09.2022 

16.09.2022 

17.09.2022 

18.09.2022 

IV Coordinator 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 

INDUSTRIAL VISIT SCHEDULE 
III YEAR GIRLS (BATCH:2020-2024) 

PLACE 

Departure from College to Kerala (Vagamon) 
Reach to Vagamon 

Refreshment (Vagamon) 
Break Fast 

Uluppuni Meadows 
Kappakanam Tunnel 

Lunch 
Water Falls 

Idukki Dam 
Pine Forest 

Refreshment 

Sri Subramaniya Temple 
Dinner 

Stay @ Hotel 
Travel to Cochin 

Break Fast 

Company Visit (Two Companies) 
Lulu Mall 

Lunch 

Hill Palace Museum 
Travel to VYPIN Beach 

VYPIN Beach 
Travel to Marine Drive 

Marine Drive 

Dinner 

Arrivalto College 

Dr. S.THILAGAMANI, M.£.,Ph.d. 
Professor& Head' 

Date : 16.09.2022 - 17.09.2022 
Total No of Girls: 44 

Computer Science & Engineering 
M. Kumarasamy College Of Engineering 

Karur -639 113 

TIME 

9:00 PM 

06.30 AM 

06.30 AM -08.30 AM 
8.30 AM -9.30 AM 

09:30 AM - 11:00 AM 
11:00 AM to 12:30 PM 
12.30 PM- 1.30 PM 
1.30 PM - 2.30 PM 
2.30 PM- 4.30 PM 
4.30 PM -5.30 PM 
5.30 PM -6.30 PM 

6.30 PM -7.30 PM 
7.30 PM- 8.30 PM 

08.30 PM 

5.30 AM -08.00 AM 
8:00 AM -9.00 AM 

9:00 AM -11:30 AM 
11:30 AM -01:00 PM 

01.00 PM -02.00 PM 
2.00 PM -3.00 PM 
3.00 PM - 4.00 PM 

4.00 PM -6.00 PM 
6.00 PM-7.00 PM 
7.00 PM -8.00 PM 

8.00 PM -9.00 PM 

05.00 AM 

PRÍNCIPAL 

PRINCIPAL, M. Kumarasamy College of Engineering, THALAVAPÄLAYAM, KARUR- 639 113 
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M.KUMARASAMY 

DATE 

COLLEGE OF ENGINEERING 
NANC ACiedited Autonomous tnstittion 
Appeved ty AT& Amited to Anna Unversity 
I`O 5001 201S & rso 1400 1:2015 Certled Insttutlon 

Thalavapalayam, Karur - 639 113. 

Place : Kerala 

15.09.2022 

16.09.2022 

17.09.2022 

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING 

III YEAR BOYS(BATCH:2020- 2024) 
INDUSTRIAL VISIT SCHEDULE 

10,08.2018 

IV Coordinafor 

PLACE 

Departure from College to Kerala (Cochin) 
Reach to Cochin 

Refreshment (Cochin) 
Break Fast 

Company Visit (Two Companies) 
Lulu Mall 

Lunch 

Hill Palace Museum 
Travel to VYPIN Beach 

VYPIN Beach 
Travel to Marine Drive 

Marine Drive 

Dinner 
Stay @ Hotel 

Travel to Vagamon 
Break Fast 

Uluppuni Meadows 
Kappakanam Tunnel 

Lunch 

Water Falls 
Idukki Dam 
Pine Forest 

Refreshment 

Sri Subramaniya Temple 
Dinner 

Arrival to College 

HODY 
Professor & Head' 

Computer Science & Engineering 
M. Kumarasamy College Of Engineering 

Date : 16.09.2022- 17.09.2022 

Total No of Boys: 56 

Karur -639 113 

TIME 

9:00 PM 
6:00 AM 

6:00 AM-7:30 AM 
7:30 AM - 8:30 AM 
9:00 AM-11:30 AM 
11:30 AM -01:00 PM 
01.00 PM - 02.00 PM 

2.00 PM - 3.00 PM 

3.00 PM - 4.00 PM 

4.00 PM -6.00 PM 
6.00 PM -7.00 PM 

7.00 PM - 8.00 PM 
8.00 PM -9.30 PM 

9.30 PM 

5:30 AM -8:30 AM 
8.30 AM -9.30 AM 

09:30 AM - 11:00 AM 
11:00 AM to 12:30 PM 
12.30 PM -1.30 PM 
1.30 PM -2.30 PM 

2.30 PM- 4.30 PM 
4.30 PM -5.30 PM 
5.30 PM -6.30 PM 

Dr. S.THILAGAMANI, M.E.,Ph.u. Kumarasamy College of Engineering. 

6.30 PM-7.30 PM 
7.30 PM - 8.30 PM 

05.00 AM 

PRINCIPAL 

PRINCIPAL, 
THALAVAPALAYAM, 

KARUR - 639 113 
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UNDERTAKING 

father/m
other/guardian 

of 

batch 

C
SE 

S. VASURL 

of 

kER
A

LA
 

1, 4*/M
rs. 

Reg 
No. 
DACS4D26 

(2020 
to 

2024) 

permit 
my 

sOR/daughter 
to 
go 
for 

Industrial 
visit 
to 

during 
the 

period 
of S

| 

DA/2022 
to 

L&/09/gO29.( 

2Days). 
(4 

SHARANL 

Nfght 
+

 
1 M

onirg) 

MF/Ms. 

I request 
you 
to 

take 
my 

sen/daughter 
to 
the 

above 
said 

Industrial 

eur/Visit. 
I assure 
that 

my 

seæ/daughter 

would 

abide 
by 
the 

rules 
and 
I'm

 

aw
are 

that 
I'm

 

solely 

responsible 
and 

undertake 
for 
any 

untoward 

incident 

happening 

accidentally 
and 
the 

M
anagement 

is no 

way 

responsible 
for 
the 

sam
e. 

Signature 
of Parent/Guardian 

D
ate: 

6-09.2O
 

2
2

 

S.V
es 

[S.VASUK] 

A
ddress: 

5
/7

,B
H

A
R

A
D

H
Y

A
R

 
S

T
R

E
T

, 

H
U

N
(Y

A
PPA

N
 

H
O

V
IL, 

CovA 

RO
A

D
, 

K
A

R
U

R
-

6
3

9
0

0
 

. 
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UNDERTAKING 

father/m
other/guardian 

of 

batch 

Reg 
No. 
20 

BcSlD
� during 
the 

period 
of 15/2/2032 
to l&

/09/ 
2222 
(2

 

Days). 
(1 

Mght 
t | Morni 
hq ) 

(2020 
to 

202) 

perm
it 

my 

son/daughter 
to 
go 
for 

Industrial 
visit 
to 

C
S

E
 

of 

K
ER

A
LA

 

S.KRISHNAVEN 

$. 
DHARANI 

I, M
/M

rs. 
M

r./M
s. +
 

I request 

you 
to 

take 
my 

sOn/daughter 
to 
the 

above 

said 

Industrial 

Tour/Visit. 
I assure 
that 

my 

son/daughter 

would 

abide 
by 
the 

rules 

and 
I'm

 

aw
are 

that 

I'm
 

solely 

responsible 
and 

undertake 
for 

any 

untoward 

incident 

happening 

accidentally 
and 
the 

M
anagement 

is no 

way 

responsible 
for 
the 

sam
e. 

Signature 
of Parent/Guardian 

D
ate: 

L
509.2022. 

s
.k

y
 

[S.KRISHNAVEGI 
) 

Address 
: 1

9
/, 

VENGADAPURAM, 

VELLIYANAI, 
KARUR-
b39)18 
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AsHIk 
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20B
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W
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e
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 ovexall 
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